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Abstract 

This study examines the strength and delays in effects of different channels of monetary 

transmission mechanism for Pakistan. Successful implementation of monetary policy requires 

an accurate assessment of how fast the effects of policy changes propagate to economic 

activities and how large effects are. Accordingly a quantitative measure of policy stance is 

important for empirical study of the transmission of monetary policy actions through the 

economy. We, in this study, first construct two measures of policy stance i.e. Monetary 

Condition Index (MCI) and Financial Condition Index (FCI), currently used by many central 

banks and other organizations, and than evaluate these measures on the basis of performance 

criterion. We found that performance of financial condition index is better than monetary 

condition index. Then we use this measure as policy instrument to further examine the 

transmission channels of monetary policy. We use transfer function methodology to examine 

the strength of different channels and time period involved in transmission of monetary 

changes through different channels to output and inflation. The results show that supply side 

is dominant in Pakistan and that exchange rate and lending channels, enjoy dominance over 

interest rate channel. Output responds faster than inflation to change in policy stance. Money 

supply affects the output before exercising impact upon inflation. The interest rate, affects 

inflation positively, perhaps because of its positive impact upon cost of production. Given 

this the use of interest rate to control inflation may prove counter productive. Furthermore 

monetary policy is less effective to control the inflation; it may due to facts larger part of 

domestic inflation constitutes imported inflation as results show. 
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1                     INTRODUCTION 
 
The economic growth and the low inflation are primary goals of the macro-economic 

policies. The monetary policy that encompasses these goals is considered a powerful tool for 

a robust economy. Economists rarely agree in totality on a given issue, but most of the 

contemporary economists are convinced that monetary policy has economic effects and that 

the interest rate changes serve as an indicator of the direction and outcomes of a monetary 

policy. Economists are, however, unsure about the exact nature of the channels through which 

the monetary changes are transmitted to economic activities. The recent literature discusses 

many channels that supposedly transmit policy changes to the goals of a monetary policy i.e. 

output and inflation. The policy-induced changes are transmitted to economic activities 

through different channels as well as with delays. Friedman (1961) suggests that it is not only 

current policy changes which affect the output and inflation but actions taken in the past 

(pipeline effects) can also change the course of economy. Besides, the speed of propagation 

through different channels may be different i.e. the effects of policy-induced changes through 

one channel may be more effective towards attaining goals than through various channels.  

A successful implementation of a monetary policy, therefore, requires an accurate 

assessment of how fast the effects of policy changes propagate to monetary policy goals and 

how large are these effects in magnitude. The process requires a thorough understanding of 

the mechanism through which monetary policy affects its goals. A better understanding of 

transmission mechanism is also essential for it can improve the knowledge of linkage 

between the financial and real sector of the economy. It helps in interpreting the movements 

of the financial variable and provides a better choice of targets for monetary policy1.  

                                                 
1 See for example Islam and Raisi (2003). 
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Transmission mechanism - the process through which monetary policy may change 

income and inflation (Taylor 1995) - is complex but interesting because there are many 

channels through which monetary policy operates. The interest rate channel is the primary 

mechanism at work in conventional macroeconomic models. An increase in nominal interest 

rate, given some degree of price stickiness, is translated into an increase in real interest rate 

and user cost of capital. These changes influence the composition of consumption and 

investment spending. Bernanke and Gertler (1995) have pointed out the macroeconomic 

response to a policy-induced interest rate change is considerably larger than what is implied 

by conventional estimates of the interest elasticity of consumption and investment by 

different economic agents. The observation suggests that some mechanisms, other than the 

interest rate channels, may also be at work in transmission of monetary changes. Besides 

interest rate channel, other channels of monetary policy identified in literature: interest rate 

channel; exchange rate channel; credit channel; assets price channel; consumption wealth 

channel; and expectations channel. The working and functions of different channels, 

however, depends on the financial structure and macroeconomic environment of the 

economy.  

Empirical assessment of the macroeconomic impact of various channels of monetary 

transmission is quite difficult and, therefore, poses a daunting challenge for researchers. The 

difficulties include simultaneity and concurrent operation of different channels. The 

simultaneity problem arises because the authority may respond to any movement in the 

economy i.e. it loosens policy when the economy weakens and tightens when the economy 

strengthens. Such an endogenous response of policy to economic conditions makes it difficult 

to identify the impact of policy. Economists have employed a variety of techniques to solve 
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the simultaneity problem, but none of them emerged is entirely satisfactory. The most 

common of these approaches is the use of Vector Auto Regression (VAR) model. However, 

this approach is criticized for its ostensible implausibility that the monetary authority behaves 

randomly, and that the shocks actually represent either model specification errors or changes 

in overall policy regime. Besides, VAR models are not useful for analysis of changes in the 

systematic component of the monetary policy because they focuse on shocks only. Quite 

often, we are interested in the effect of a change in a coefficient in the policy reaction 

function, such as how aggressive the authorities are about reacting to high inflation rather 

than the shock to policy. Although shocks and systematic component both are important, it is 

more fruitful to emphasize the latter because the quantitatively unsystematic part (shock) of 

policy instrument variability is quite small in relation to the variability of the systematic 

component [Taylor (1995), Rotenberg and Woodford (1997, 1999), Bernanke, Gertler and 

Watson (1997)]. In spite of such shortcomings, VAR methodology is most popular and 

commonly used approach, though some identification restrictions need to be used (triangular 

aspects or long run restrictions based on economic theory). 

  The second difficulty - the concurrent operation of multiple channels - makes it hard 

to separate the impact of one channel from the other. To avoid this problem, one may analyze 

the effect transmitted through one channel with all other channels econometrically turned off.  

There is a huge literature on transmission mechanism and empirical studies testing the 

existence of different channels for the developed countries as well as for the developing 

countries. Most of these studies attempt to find the evidence about the prevalence of a single 

channel (mostly the credit channel). The empirical findings of these studies are mixed e.g. 

some studies confirm the existence of interest rate channel [Cagan (1972), Schlogehauf and 
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Wrase (1995), Bernanke and Mihove (1998), Sgherri (2000), Chiades and Gambacarto 

(2000), Loayza (2002), Citu (2003), and Casuso (2004)]. Others argue that liquidity effect 

almost disappeared [Melvin (1983), Christiano (1995), Lopes (1998), Dovciak 91999), and 

Kuijs (2002)]. Empirical findings on credit channel are also mixed. Some studies find 

evidence in favour of credit channel effects [Friedman (1988), Kashyap et al. (1993), Gertler 

and Gilchrist (1994), Oliner and Rudebusch (1995), Dale and Haldane (1995), Ganely and 

salmon (1997), Hallsten (1999), Asheraft (2001), Krylova (2002), Latterman (2003), and 

Casuso (2004). Other studies find the credit channel to be unimportant (Bernanke and Blinder 

(1988), Romer and Romer (1990), Fuerst (1995), Fisher (1996), Yuan and Zimmerman 

(1999), Favero et al. (1999), Caversogla (2002), Ageloniet al. (2002)].  

Most of the studies that include the exchange rate channel in the analysis of 

transmission mechanism, confirm the importance of this channel [Eyzagurri (1998), Lopes 

(1998), Dovciak (1999), Peersman and Smet (2000), Jang and Ozaki (2001), Lyziak (2001), 

Loayza (2002), and Citu (2003)]. For Pakistan, to the best of our knowledge, there is only one 

such study [Agha et al. (2005) on transmission mechanism of monetary policy. This study 

does not take into account the lags involved in transmission through different channels. 

Furthermore, it does not identify an exogenous measure of monetary policy stance which is 

essential to study transmission mechanism of monetary policy. Given the paramount 

importance of transmission mechanism for understanding the monetary policy, one of the 

objectives of this study is to analyze the strength of different channels of monetary policy 

transmission mechanism.  

In addition to the simultaneity and multiplicity, the third aspect pertains to lags 

involved in transmission of monetary changes to the goals of the policy. Generally, it is 
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impossible for the monetary authority to influence the ongoing inflation rate and the level of 

output, unless it takes calculated measures and focuses on such objectives in advance. The 

Central Bank uses its predictive assessments about the movements in these variables (output 

growth and inflation rate). Any policy action on the basis of such an assessment, however, 

may even worsen the situation, if the assessment of lags involved is not reasonably true. The 

existence of such lags makes it difficult to devise an appropriate monetary policy. This, in 

turn, makes the task of achieving the goals of monetary policy more difficult. Blinder (1997) 

argues that one of the main reasons of the central bank error in devising a monetary policy is 

owed to the failure in taking proper account of the lags in transmission of monetary policy 

towards policy goals. There are only a few empirical studies on lags in effects of monetary 

policy. Prior to 1960, quantitative estimates of lags in effects of monetary policy were rare. 

Friedman (1961) viewed that the impact of policy-induced changes occur only after a lag, 

which are not only long-term but hardly acceptable to many economists [Culbertson (1961), 

Ando et, al. (1963), and Mayer (1967)]. The latter studies [Taner (1979), Gruen et al. (1997), 

and Lakshmi (2002)] confirm, howeverthat the prolonged lags are involved in effect of 

monetary policy. These studies just consider that how much time is taken by changes in 

monetary aggregate to affect the output and inflation. No account is taken in regards the lags 

in transmission through different channels, which is important as rightly pointed out by 

Culbertson (1961). For Pakistan, some studies [Khan and Schimmelpfennig (2006), and 

Kemal (2006)] analyze the lags from changes in monetary aggregates to inflation. But none of 

them considers particularly the lags in transmission through different channels. One objective 

of the study therefore, is to examine lag with which monetary changes influence the goals of 
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monetary policy, as well as the duration for which impacts transmitted through different 

channels last. 

Vector Auto-regressive technique has been used to handle the problem of 

simultaneity. But it requires identification restrictions. In this study, we use multi-inputs 

multi-outputs transfer function model developed by Box and Jenkins (1976), which handles 

the simultaneity problem without any identification restrictions. While using the transfer 

function model each of the output series is pre-whitened once for each of the input series, 

which is capable of separating the effect of each individual channel. This method also has the 

advantage of identifying the delay period and the duration for which the input (monetary 

changes here) affects output (inflation and GDP growth). We use iterative regression 

procedure developed by Muller and Wie (1994), which provides consistent estimates of 

parameters to identify the transfer function.   

Besides analyzing the importance of different channels, a quantitative measure of 

stance of policy is important for empirical study of the transmission of monetary policy 

actions through the economy (Fung and Yuan 2002). Enabling a discussion on the effect of 

monetary policy changes, one needs an exogenous monetary policy; but there is a general 

disagreement towards defining the exogenous monetary policy. The traditional approach is to 

use a single variable (such as monetary aggregate or discount rate) as policy measure, which 

could be misleading as some puzzling characteristics in pattern of subsequent economic 

development are attached with these changes i.e. interest rate puzzle, price puzzle, and 

exchange rate puzzle (Sims and Zha, 1998). Milton Friedman and Anna Schwartz (1963) 

advocate the innovations in the monetary aggregates as a good approximate measure of 

monetary policy shocks. Some studies [e.g. Bernanke and Blinder (1992), and Sims (1992)] 
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consider that the federal funds rate could be a better indicator of policy stance.  Yet some 

(e.g. Christians and Eichanbaum, 1992), suggest quantity of non-borrowed reserves as an 

indicator of monetary policy. The problem with such policy measures pertains to the 

presumption of a constant set of operating procedure by the authorities (Fund-rate or non 

borrowed reserves based procedure). Armour et al. (1996) proposed that innovation in 

overnight rate could be a good measure of innovations to the Canada’s policy. All these 

studies assumed a priori that a single financial variable is the best policy indicator. There 

exists, however, a little agreement as to which single variable captures the stance of policy 

accurately. 

 Romer and Romer (1989) use Index of minutes of Federal Open Market Committee 

as the stance for a monetary policy. An appealing aspect of this approach is that it uses 

additional information (policy makers’ statement of their own intentions) in an effort to 

disentangle money supply from money demand shocks. Besides the inherent problem of 

subjectivity, however, another disadvantage stems from the approach through its inability to 

distinguish between endogenous and exogenous components of policy changes, which are 

essential for identifying the effect of monetary policy on economy [Dotsey and Reid (1992), 

Leeper (1993), Shapiro (1994), Hoover and Pervez (1994), Sims and Zha (1995), and 

Bernanke et al. (1997)]. Romers’ approach considers only concretionary episodes, but not 

expansionary shifts. Similarly, it fails in accounting for the severity or duration of each 

episode.    

Bank of Canada first constructs and uses monetary condition index (MCI), which is 

weighted sum of changes in interest rate and exchange rate from a given base period, as 

measure of policy stance (Freedman 1995). Many other organizations and central banks 
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including SBP now use MCI as policy stance. MCI, however, is criticized for the reasons 

given below:  First, the computation includes all changes in the interest and exchange rates 

including the ones that may not be results of the central bank policy (Gauthier et at.,2004).  

Second, MCI does not consider financial variables other than interest and exchange rates that 

may comprise of an important element of transmission mechanism (Batani, 2002). Third, 

MCI, by taking a particular linear combination of interest and exchange rates, loses some 

information that may be available in the two series separately, thus a policy stance based on a 

single measure may not be appropriate.  

Bernanke and Mihov (1998) suggests a VAR methodology inclusive of all the 

variables that can be instrumental in policy changes.  This approach does not assume that a 

single variable is the best indicator of monetary policy. This method has several advantages 

over other approaches as suggested by Bernanke and Mihov (1998). First, it nests the 

quantitative indicators of monetary policy. Second, it is applicable to other countries and 

periods, and to alternative institutional setups.  Given the importance of monetary policy 

stance for analysis of transmission mechanism, the measurement of policy stance is also an 

objective of this study.  

The recent literature [Goodhart and Hofmann (2001), Mayes and Viren (2001), and 

Gauthier et al (2004)] use Financial Condition Index (FCI), which is basically an extension of 

monetary condition index (MCI). The FCI includes other financial variables, besides the 

interest rate and exchange rate that are important in transmission mechanism of monetary 

policy.      

There are two studies [Qayyum (2003) and Hyder & Khan (2006)] which estimate the 

MCI for Pakistan. These studies do not consider the dynamics, over time, of the variables 



 9

used in the construction of MCI. While constructing MCI, we have accounted for the 

dynamics of the variables as well. Besides the MCI, we constructed FCI also that - in addition 

to interest rate and exchange rate - incorporates some other variables as well. These two 

measures are being used by some central banks and other organizations to measure the stance 

of monetary policy  

Objectives of the study 

No comprehensive study exists to probe into channels of monetary policy, lags involved in 

transmission through these channels, and the duration for which the impact of monetary 

policy changes last. Given the importance of the matter referred above, this study attempts to 

investigate the way policy changes are transmitted to output and inflation, as well as it deals  

with the duration of delay. The channels included in this study are interest rate, exchange rate, 

and bank lending channel. The study is anticipated to have far reaching implications for 

monetary authorities in formulating the monetary policy designed to achieve the goals, 

besides examining the consequences of their actions. 

  Pakistan offers a unique environment for assessing the effects of monetary policy 

through different channels and lags involved in transmission of monetary changes because:  

         (1) It has experienced double-digit inflation in the 1990s. 

 (2) It initiated the financial reforms in the late1980s.  

 (3) It is a small open economy. 

Considering the abovementioned reasons, our study is focused on Pakistan. The main 

objectives of the study are to analyze: 

(1) The relevance of different policy measures in designing the monetary policy.  

(2) The effectiveness of monetary policy on macroeconomic goals of the policy. 
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(3) The importance of different channels of monetary transmission, as well as the 

mechanism. 

(4) Lags involved in transmission through different channels. 

(5) The extent to which Pakistan - being a small open economy - is affected by the 

external shocks  

The monthly data from January 1982 to July 2007 are used. The commencement date is 

meant to exclude the fixed exchange rate regime, while the July 2007 - the time of empirical 

investigation - represents an ending period in terms of the data availability. The data are taken 

from the International Financial Statistics (IFS) of the International Monetary Fund (IMF). 

The use of the monthly data, however, has its own limitations. We use industrial production 

index as proxy for GDP because the GDP data are available only on annual basis. The issue 

here is whether industrial output is a good proxy for real GDP, which is the output that 

monetary authorities want to stabilize.  Since we used a monthly data, the industrial 

production index was the best proxy available. In order to examine the effectiveness of our 

proxy, we examined the correlation of the growth rates of annual industrial production with 

annual real GDP growth (both plotted on the same graph) to see how closely they move. If 

they have some reasonable correlation, we can infer that the monthly IP would be a 

reasonable proxy for monthly GDP (unobserved for the lack of data). 

Plan of Study 

The plan of the study as follows: the chapter 2 provides a literature review.  The chapter 3 

presents the review of monetary management in Pakistan. In the chapter 4, the model and 

methodology are discussed. The chapter 5 explains the procedure to test for seasonal unit 

root. In the chapter 6, different measures of monetary policy are discussed. The chapters 7 

and 8 present and examine the empirical results, while the chapter 9 presents conclusions. 
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2                       Literature Review  

2.1. Introduction: 

The transmission mechanism - the process through which policy changes are transmitted to 

economic growth and inflation (Taylor 1995) - is complex and debatable as it works through 

different channels, affecting different variables and markets at various speed and intensities 

(Loayza and Hebbel 2002). There could not be two opinions in regards to the knowledge of 

transmission mechanism owing to its essential role in conducting monetary policy effectively. 

In order for achieving the objectives (i.e. output growth and price stability) of monetary 

policy, the policy makers must be aware of timing and magnitude of the impact of monetary 

policy changes on real economy. In the earlier literature, the interest rate was considered the 

sole channel of monetary policy transmission. But the recognition that effects of policy-

induced interest rate change are considerably larger than what is implied by conventional 

estimates of the interest elasticity of consumption and investment (Bernanke and Gelter 

1995), promoted the idea that there are other channels involved in the transmission of 

monetary policy, in addition to interest rate channels. The idea of transmission goes back to 

Frisch (1933) who separated the dynamic analysis of economic fluctuations into impulses and 

propagation process. The channels of monetary policy transmission identified by Mishkin 

(1995) include: (i) interest rate channel, (ii) credit channel, (iii) exchange rate channel, (iv) 

asset prices channel, (v) consumption wealth channel, and (vi) expectations channel.  

An important aspect in analysis of transmission mechanism is the lags involved in this 

process. Friedman (1961) argues that the affects of policy-induced changes occur only after a 

lag which is both long and variable. He maintains that even if policy makers could accurately 
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forecast, the lags are so variable that active stabilizing monetary policy may amplify the 

cycles it seeks to ameliorate. 

There is a vast literature - theoretical as well empirical - on monetary transmission 

mechanism. Yet there are only a few studies on lags in effects of monetary policy. A review 

of some studies is presented in this chapter. 

2.2 Theoretic:  
In this section, we briefly describe the working of different channels of monetary 

transmission and lags involved in transmission of policy changes through these channels. 

 

2.2.1 Transmission Mechanism 

Interest Rate Channel 
The traditional mechanism - often regarded as main channel – pertaining to monetary policy 

transmission is the interest channel (Loayza and Hebbel 2002). Policy-induced changes 

(change in money supply or central bank rate) lead to change in long-term interest rate, which 

in turn affects different components of investment that shifts aggregate demand and 

eventually a change in output and prices occurs. Only two assets, i.e. money and bonds are 

assumed, and the bank credit does not play any role in this traditional view. This transmission 

mechanism depends on several links, such as: a link between nominal interest rate and real 

interest rate, a link between short-term and long-term interest rates, and a link between 

aggregate demand and prices).  

The interest rate influences output and inflation through changes in investment and 

consumption. A contarctionary monetary policy that results into an increase in the interest 

rate reduces the ongoing (current) consumption by altering the inter-temporal substitution 
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between current and future consumption. The aggregate demand shifts downward while 

causing a decline in output and inflation.  

The driving mechanism in interest rate channel is the liquidity effect. The liquidity 

effect implies a change in real money supply that causes the nominal interest rate to move in 

the opposite direction to restore equilibrium in the money market. The real interest rate occurs 

through wage and price rigidity.. The evidence in the support of liquidity effect, however, is 

not strong. Some earlier studies support the liquidity effect (Cagan 1972), however, later 

work casts some doubt on the length and size of the liquidity effect. Melvin (1983) argues 

that the liquidity effect disappeared completely in the1970s. 

Credit Channel 
The traditional interest rate channel has become a subject of criticism as it faildc to 

explain how small or seemingly irrelevant shocks, such as small changes in interest rate result 

into large and persistent changes in output (Wright, 1997). One explanation in the literature 

pertains to credit market’s frictions, which propagates financial shocks that otherwise may 

appear to be of no consequence. Gertler and Gilchrist (1994) argue that a monetary policy 

would be least effective in the absence of credit constrained firms since a smaller reduction in 

investment would have been possible with a large increase in the interest rate. The recent 

literature (Bernanke and Gertler 1995, Wright 1997, Oliner and Rudebusch 1996, Krylova 

2002, and Caruso2004) considers credit market as a key player in the transmission of 

monetary policy to real economy. The relationship between credit and the macroeconomic 

developments has been debated since long (Hallsten, 1998). In the 1930s, after the great 

depression, the role of credit in the macroeconomic development was emphasized by Fisher 

(1933). He was of the view that the financial market’s bad performance resulted into a deep 
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recession of the 1930s. The theoretical research, during the 1960s, however, suggested that 

the financial system has no role to play in the macroeconomic development. Modigliani and 

Miller (1958) assuming perfect information showed that under certain conditions the capital 

structure of a firm is economically irrelevant. In the 1970s, different studies examined the 

importance and implications of asymmetric information in the financial markets. Hallsten 

(1998) feels that the advancement in the microeconomic theory and growing difficulties in 

explaining the macroeconomic developments with conventional monetary theory has induced 

a renewed interest in credit channel. 

According to this transmission mechanism, external financial premium, which is a 

wedge between the cost of funds raised externally by issuing equity or debt and the 

opportunity cost of funds raised internally by retaining earnings, plays a crucial role in the 

economic activities. Larger the size of this premium greater would be the imperfections in 

credit markets. A policy-induced change in the interest rate causes the external finance 

premium to move in the same direction, and amplifies the direct effect of monetary policy. 

This phenomenon, besides the interest rate channel, may help to explain the strength, timing 

and composition of the monetary policy effects in a better way. The credit channel of a 

monetary policy can be further segregated into the balance sheet effect as well as the bank 

lending effect. 

 

The Exchange Rate Channel: 

The relationship between net private capital inflows and monetary policy has become 

more important with liberalization of capital flows. Obstfeld and Rosoft (1995) and Taylor 

(1995) emphasize the role of this relationship in a monetary policy. A tight monetary policy 
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leads to an increment in real interest rate, this in turn boosts capital inflows causing the 

domestic currency to appreciate. This appreciation in turn adversely influences 

competitiveness and the trade balance, therefore, deteriorates.  

The real appreciation - that results from a monetary contraction - cuts the prices of 

imported goods reducing inflation directly. Moreover, the lower price of imported inputs 

expands the aggregate supply while output increases and inflation is also curtailed. The net 

effect of exchange rate changes on output and inflation depends on whether demand or supply 

side factors are dominant. 

 

Asset Price Channel: 

The monetary policy may influence the economy by altering the price of other assets, 

such as equity, bonds and real estate. A change in monetary policy leads to a change in equity 

prices, which in turn affects investment through Tobin’s q ― the ratio of market value of 

firms to replacement cost of capital. If q is low, the market price of firms is low relative to 

replacement cost of capital, and new plant and equipment is costly relative to market value of 

firms. The investment spending will reduce as firms cannot buy many new investment goods. 

This in turn affects the aggregate demand negatively.  

 

Wealth Channel: 

The proponents of wealth channel argue that the monetary policy changes cause the 

changes in stock prices, which in turn influences the value of household wealth. The ripple 

effects cause the consumption to change and, ultimately, the aggregate demand shifts leading 

to a change in output and prices. 
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This channel has deep roots in the literature on monetary policy and economic 

stabilization. Reaching back to the literature, stimulated by Keynes’s General theory,. 

Modigliani (1944, 1963) and Patinkin (1968) have derived the necessary conditions for 

money market, goods market and labor market that are essential for real balance effect to 

stabilize the economy at full employment. Modigalini (1971) states that consumption is a 

function of lifetime resources of consumers and the financial wealth is an important 

component of these resources.  

 

2.2.2. Lags in Effect of Monetary Transmission Mechanism 

The role of monetary policy as a stabilizing tool has been emphasized by activists, as 

it can be altered quickly and tuned finely to changing economic environment (Tanner, 1972). 

A group of economist, led by Friedman argues, howeverthat the affects of policy-induced 

changes occur only after a lag which is both long and variable. They maintain that even if 

policy makers could accurately forecast, the lags are so variable that active stabilizing 

monetary policy may amplify the cycles that it seeks to ameliorate. The evidence furnished by 

Friedman (1961) on lags is based on a turning points’ analysis. The turning points of the 

money change rate are compared with turning points of the level of business activities. The 

turning point approach has its critics (Culbertson 1961, Ando et al. 1963). Generally, the 

critics argue that the determination of a lag length calls for examining as to when the policy 

action influences the level of income rather than the examination of turning points proposed 

by Friedman. Culbertson (1960) criticizes the Friedman’s interpretation of lags as the time 

involved between policy action and succeeding cyclical turning point. He argues that lag 

involves time between policy action and the time at which things begin to go differently than 
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they would have in the absence of the action. He also questions the treatment monetary 

changes as exogenous. . He further argues that most promising approach to estimating the lag 

in effect of stabilizing monetary policy seems to be an analysis of channels that affect the 

economy and an appraisal on the basis of evidence regarding the time involved in pass 

through for each channel. Mayer (1967) criticizes Friedman’s results on the following 

grounds: firstly, the pre-1908 data for money stock is annual or semi-annual while data for 

income has monthly frequency;  secondly, no account is taken of variance in the strength of 

policies and finally, no account is taken of what the income level would have been had the 

Monetary policy changes not occurred. Mayer argues that given the aforementioned 

shortcomings, Friedman’s technique over estimates the variance of lags. The later studies 

(Tanner 1979, Gruen et al. 1997, Lakshmi, 2002) confirm, however, the existence of long and 

variable lags in effect of monetary policy. 

The effects of monetary policy are transmitted to its final objectives, i.e. output and 

inflation caused by lags. These lags are of two kinds: the inside lags and the outside lags. The 

inside lags represent the time duration involved between the recognition that a monetary 

change is required and actual implementation of this change. This type of lags is considered 

to be relatively shorter. The outside lags reflect the time span in which the policy action 

influences the economy and such lags are relatively longer. It is only the outside lags that can 

be estimated with formal statistical techniques. 

 

Sources of Lags 

  Different sources may contribute to long lags of monetary policy effects on economic 

activities. One possible source of lags is slow pass-through of monetary changes to interest 
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rates. The empirical evidence available so far indicates that the short-term money market 

interest rates respond rapidly and completely to monetary changes. The pass-through to the 

other interest rates, such as deposits and lending rate of financial intermediaries appears to be 

slower and less than hundred percent [Lowe (1995), Qayyum et al.(2005)]. As these interest 

rates are an important determinant of cash-flow, asset prices and an incentive for postponing 

expenditure, the slow pass-through to these rates contributes towards the transmission of lags 

to economic activities. 

 The rate of time-preference could be another source of lags. The investment responds 

gradually to changes in monetary policy. With the change in interest rate, the incentives to 

postpone investment are altered owing to uncertainty. As the investments are largely 

irreversible in nature, there is always an option value to waiting to invest in the world of 

uncertainty (Dixit and Pindyck 1994). A change in the interest rates alters this option value, 

and hence the timing of the investment is affected as a result. 

Yet another source of lags could be the delayed response of exchange rate to monetary 

changes. Besides, the affect of exchange rate on tradable sector of the economy is also 

gradual and prolonged due to the j-curve phenomenon. 

Finally, the different sectors of the economy may respond to policy changes as well as 

to developments in each other with varying speed and in different ways. 

 

2.3 Empirics 

  A large number of empirical studies carried out in various countries are available that 

tested the existence of different channels by using different techniques, different variables, 

and different types of data. These studies considered a single country as well as a group of 
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countries. There are, however, only a few studies on lags in effects of monetary policy. The 

review of a few studies on transmission mechanism and lags in effect of monetary policy is 

presented in the following section. 

 

2.3.1. Transmission Mechanism 

Credit channel 

The empirical studies investigating the role of credit channel can be categorized in 

different ways. Some studies analyze the relative importance of interest rate (money) channel 

and credit channel [Bernanke (1986), Friedman (1988), Bernanke and Blinder (1988), Romer 

and Romer (1990) Bernanke and Blinder (1992), Butliglione and Ferri (1994) Bernanke and 

Gertler (1995), and Halsten (1999)]. Some of them [Bernanke (1986), Friedman (1988), 

Bernanke and Blinder (1988), Bernanke and Blinder (1992), Butliglione and Ferri (1994), 

Bernanke and Gertler (1995), Halsten (1999), Martinez et al. (2000), and Heuvel (2002)], 

suggest that money and credit are more or less equally important forces in the monetary 

transmission mechanism. While other [Romer and Romer (1990), Morris and Sellon (1995), 

Warner and Georges (1998)] find no evidence that bank lending has played an independent 

worth while role in the transmission of monetary policy. 

The other studies [Dale and Halden (1993), Kashyap and Stein (1993,1997) , Oliner 

and Rudebusch (1995,1996), Ageloni et al. (1995), Gavely and Salmon (1997),, The Bank of 

Korea (1998), Favero et al. (1999),  Dedole and Lippi (2000),  Asheraft (2001), Gambacorta 

(2001), Ageloni et al. (2001), Brissimi et al. (2001), Hann (2001) Kalckrenth (2001), 

Lunnemann and Matha (2001), Caversoglu (2002), Casuso (2004), Casuso (2004)] attempted 

to discover the mechanism through which the credit channel works. They used disaggregated 
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data on firms [Oliner and Rudebusch (1995,1996), Gavely and Salmon (1997), Dedole and 

Lippi (2000), Chatelain and Timo (2001), Kalckrenth (2001), Lunnemann and Matha (2001)] 

and banks [Dale and Halden (1993), Kashyap and Stein (1997), The Bank of Korea (1998), 

Favero et al. (1999), Asheraft (2001), Gambacorta (2001), Ageloni et al. (2001)   Hann 

(2001), Caversoglu (2002), Casuso (2004) ] and tried to investigate how the heterogeneous 

nature of firms/banking system affects the credit channel. 

Most of these studies confirm the importance of broader credit channel of a monetary 

policy. Dale and Halden (1993) find that sectoral measure of money and credit provides more 

accurate and timely signal of future movements in inflation. Kashyap and Stein (1993) 

discover that tighter monetary policy leads to a shift in firms’ mix of external finances 

whereby the commercial paper issuance grows while bank loans decline. They concluded that 

contractionary policy shrinks loan supply, influences investment, interest rate and real output. 

Oliner and Rudebusch (1995) find evidence consistent with a broader view of the credit 

channel that underlines the information asymmetries faced by all lenders. Gertler and 

Gilchrist (1995) argue that the credit market’s imperfections facilitate in propagating the 

impact of monetary policy. Ageloni et al. (1995) results also support the credit view of 

monetary policy transmission. They find that following a negative monetary shock, the spread 

between loan rates and bond market rates widen in all bank groups and it increases with bank 

size increase, and that large banks respond more promptly to monetary shocks than do 

smaller banks. Wright, J. (1997) finds that credit frictions amplify monetary shocks by 

shifting resources away from small firms where there is a monetary tightening, and not by 

affecting the ability of financial intermediaries to lend to such firms. Gavely and Salmon 

(1997) indicate that industries showing large sensitivity of output to changes in monetary 
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conditions are made up of relatively small firms, which means that credit market imperfection 

may play a role in transmission of monetary policy changes. The Bank of Korea (1998) 

presents a survey of studies analyzing the existence of bank lending channel in transmission 

of monetary policy in Korea. The main finding is that loan shrinks among smaller banks more 

in the wake of monetary contraction, and these banks attract external financing at a rather 

high interest cost. This implies that decline in credit allocated to bank-dependent borrower is 

disproportionate. Dedole and Lippi (2000) analysis reveals that the impact of monetary policy 

is stronger in industries that produced durable goods with greater financing requirements and 

a smaller borrowing capacity. Favero et al. (1999) conclude, however, that the largest banks 

use their strength to contract the effect of monetary restrictions while the smallest ones react 

by expanding their loans portfolio which conflicts with prediction of the credit channel. 

Ageloni et al. (2001) argued that the role of credit channel varies from country to country and 

is perhaps smaller than might be expected considering the dominant role of banks as provider 

of credit in the euro-area. Caversoglu (2002) found no evidence on the existence of bank 

lending channel in Turkish economy. 

 

Exchange rate channel  

The studies that extended their analysis to open economy suggest a strong role of 

exchange rate in the effectiveness of a monetary policy. Piere Deguay (1994) laid emphasis 

on the transmission mechanism through interest and exchange rates rather than through 

change in monetary aggregates. Lopes (1998) argued that the high inflation significantly 

reduces the effectiveness of interest rate channel as well as wealth and credit channels making 

monetary policy ineffective. The reason for inefficiency of interest rate channel in the context 
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of high inflation is that monetary policy cannot easily control the direction of real interest rate 

owing to the existence of high volatility premium in the agent’s expectations. The wealth 

channel is ineffective due to the absence of long-term debt instrument in a high inflation 

economy. This also makes the balance sheet channel less effective. The use of the bank 

lending demand is also rather limited because credit offering is not an important source of 

revenue in the context of high inflation. The only channel through which a monetary policy 

can initially operate in a high inflation economy is the exchange rate channel. Dovciak (1999) 

finds that the interest rate channel is not important, as there is a slow response of money 

market interest rates to policy change. The study finds that the exchange rate channel is 

important. The study concludes that the slow responsiveness of variables influencing the non-

financial sector stems from the low competition in the banking sector and limited number of 

alternative sources of finance in Slovakia. Peersman and Smets (2001) argued that a 

temporary rise in nominal or real short-term interest rate tends to be followed by a real 

appreciation of exchange rate and a temporary decline in output.  Lyzaik (2001) suggest that 

the exchange rate channel constitutes the only mechanism through which monetary policy 

influences inflation following the shock. Kuijs (2002), shows that the main direct 

determinants of inflation are exchange rate and aggregated demand. There is no direct effect 

of interest rate on inflation. Cumungharn (2002) finds that marginal effects of interest rate 

and exchange rate on output are fairly equal. Citu (2003) finds that investment responses are 

stronger than expected to a surprise change in monetary policy. Exchange rate channel plays 

an important role in Transmission of monetary policy changes in New Zealand and in 

explaining the deviation of real GDP from trend. Martinez et al. (2000) finds that there has 

been a high pass-through of changes in exchange rate to prices in Mexico, but this 
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phenomenon is decreasing. As for the credit channel goes, they find that interest rate 

significantly influences the lending-deposit rate spread, which in turn has a significant impact 

on output. Besides, they find that alternative credit mechanisms are also negatively influenced 

by monetary contraction. This suggests that interest rate negatively influences the amount of 

credit in the economy despite the limited amount of bank credit in Mexico. 

Chiades and Gambacarta (2000) suggest that, in short run, monetary policy shocks are 

diffused into the economy through both money and credit channels, while an “exchange rate 

puzzle” arises, since the exchange rate does not respond to the interest rate shocks. As to the 

long run, the results confirm the neutrality hypothesis. The authors also find that bank lending 

channel exerts greater influence on output than the money channel, however the converse is 

true as well when the effects on prices are considered. 

 

Consumption-wealth channel             

The studies investigating the role consumption-wealth channel are limited. Sgherri 

(2000) quantifies the total impact of temporary monetary shock on main GDP components, 

and the contribution of the various channels. He finds that interest sensitivity of consumption 

becomes significantly low when consumers ‘excessively discount the future’. The study 

suggests that it is the direct channel (interest channel), which transmits most of the policy 

changes to real economy. Wealth effects are also found important. Roberts (2001) estimates 

wealth effect in several countries under different exchange regimes. Wealth effect is 

estimated for changes in target and indicator variables associated with monetary actions under 

different transmission models. On the one hand, the results indicate the existence of a 

significant wealth effect in all countries, especially when monetary aggregates are used as the 
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indicators of a monetary policy. The results differ, on the other hand, across countries and 

exchange rate regimes based on the usage of short-run interest rate as the indicator of a 

monetary policy. Lettau et al. (2001) investigates the importance of the consumption-wealth 

linkage in transmitting a monetary policy to a real economy. The overall results provide little 

support for the view that the consumption-wealth channel is a dominant source of 

transmission of the monetary policy changes to consumption.  

The empirical analysis on the role of other channels i.e. assets price and expectations 

channel are scanty because of the difficulties, such as data unavailability and the integration 

of these channels in a model, particularly the expectations channel. 

 

2.3.2. Lags of Monetary Policy 

Prior to 1960, the quantitative estimates of lags in effect of monetary policy were rare. 

Though there have always been disagreements on effectiveness of monetary policy. 

Numerous economists seem to accept the proposition that there was sufficient impact in 

short-run for a monetary policy to be used as a device for the economic stability. Although 

this view did not go unquestioned, the main challenge to conventional thinking came from 

Friedman (1961). He argued that given the state of our knowledge, we cannot hope to use 

monetary policy as a precision instrument to offset other short-run forces that contribute 

towards instability. Albeit the scarcity of knowledge, the attempt to accomplish such a task 

may cause additional instability into the economy, instead of stabilizing it. Using the US data 

from 1876 to 1960 on money, stock and income, he compares the peaks and troughs in money 

growth with corresponding peaks and troughs in the level of income. He finds that changes in 

money growth lead income i.e. the causality runs from money to income. He also finds that 
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on the average of 18 cycles, peaks in the rate of change in money stock tend to precede the 

peaks in general business by 16 months and troughs in the rate of change in money stock 

precede the trough in general business by about 12 months. For the individual cycle, the 

recorded lead varies from 6 to 29 months for the peaks and around 4 to 22 months for the 

troughs. Tanner (1979) using the US quarterly data from 1953 to 1974 finds the evidence 

pertaining to the existence of long lags. He also finds that lags are different for different 

policies, over different time periods and over the business cycles. The evidence indicates 

significant lengthening of the lag over time. Moreover, the lags tend to lengthen in response 

to a recession as well as a tight monetary policy during a recession, the lags frequently 

become so long that expansionary monetary policy does not exert a positive effect for at least 

eight quarters. The variables used in the study are change in the stock of money and change in 

GNP. Gruen et al. (1997) examines the existence of lags and finds strong evidence that the 

level of short-term real interest rate has sizable and statistically significant impact on output. 

Their results do not suggest any shortening in the lags. Batini and Nelson (2002) confirm 

Friedman (1972) on finding of a one-three year lag between money growth and inflation. 

They suggest based on the US data that money leads inflation by once a year. Nachane and 

Lakshmi (2002) use the concepts of causal lags and causal coherency introduced by Granger 

(1964) to study the impact of monetary policy on output and prices using the Indian monthly 

data from 1977 to 1997. The empirical results show that the monetary policy affects output as 

well as inflation and the lags in two cases are likely to differ. They also find that the monetary 

policy lags have been shorter rather than otherwise. They find that M1 is more proactive and 

potent measure with pronounced impact on output. The role of M3 has been largely 

accommodative so far as output is concerned though it does seem to exercise a direct 
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influence on prices. In Pakistan, like many developing economies, the switch from a 

regulated economy to a market-oriented one started to take place in the early 1990s. The 

reforms include: the privatization of the nationalized commercial banks, the auction of 

government debt, the replacement of credit ceiling with open market operations (OMO), the 

removal of maximum limit on lending rate. However, the most significant reform, in the 

context of monetary policy, has been the autonomy of the State Bank of Pakistan (though 

limited in nature). 

Despite the reform initiatives, the developing countries, in contrast to advance 

economies, still have a fragile economic structure, under-developed financial markets, and a 

low level of the central bank independence, credibility, and transparency. In such a situation, 

the influence of monetary instruments on the real sector becomes unpredictable (Aslanidi, 

2007). In order to design and implement, therefore, a prudent monetary policy that would 

ensure stability (price or output or both) in these countries, the knowledge about the working 

of the monetary transmission mechanism is essential. Such knowledge turns out to be 

instrumental in understanding the linkages between the financial and real sectors and figuring 

out as how decisions of the monetary authorities affect the final goals. However, the linkages 

between financial and real sectors can be of different strengths depending on the state of the 

economy.  

The strength and importance of monetary transmission channels may differ across 

countries due to differences in the extent of financial intermediation, the development of 

capital markets, and structural economic conditions (Checetti 1999). It is the financial 

system’s depth, breadth, and structure that determine the link between the monetary policy 

instruments and the variables that drive the conditions in the non financial sector (Noris and 
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Floerkemeier, 2006).  The macroeconomic conditions and structural features of the economy, 

in turn, determine the link between financial conditions and spending/investment decisions 

among different agents (Creel and Levasseur, 2005).  

The empirical evidence suggests that the interest rate channel is the most important 

transmission channel in industrial countries with developed financial markets, while the 

exchange rate channel has dominance in transitional economies (Coricelli, Egert, and 

MacDonald, 2005). Similarly, the exchange rate channel is more influential in small open 

(developing) economies with flexible exchange rates (Noris and Floerkemeier, 2006). Interest 

rate, credit, balance sheet, and asset price channels remain largely ineffective on the face of 

underdeveloped financial intermediation and rudimentary capital markets as well as the 

presence of non-bank financial institutions. Furthermore, the effectiveness of the exchange 

rate channel is strengthened because it affects both the aggregate demand and the aggregate 

supply through the cost structure (Juks, 2004). 

 Since the working of monetary transmission in developed and developing economies 

is different, the model used to analyze the operation of monetary channels of developed 

economies may not be relevant for developing economies., A model is required, therefore, 

that allows for an investigation into the monetary transmission mechanism in developing 

countries and which can be applied to Pakistan as well. Such a model would help in 

investigating the real effects of a monetary policy. The model would also facilitate the 

formulation of an appropriate monetary policy in Pakistan ― a small open economy 

vulnerable to external shocks.  

Most of the studies reviewed analyze the transmission mechanism in developed 

countries. Besides, the methodologies used in these studies are not appropriate for providing 
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evidence in regards to the strength of different channels, as no effort has been made to 

address the problem of inter-relationships among the independent variables. In many of the 

studies, the impulse response functions are used for dynamic relationship between the 

variables. In case of reduced form VARs, the impulse responses are linear combinations of 

structural shocks. Hence it is not appropriate to use impulse response functions for dynamic 

relationship between the variables. However, if we orthoganilize the shocks by using the 

recursive Choleski decomposition or by employing the exclusion restrictions used by 

Bernanke, for example, then the structural shocks have some meaning, but of course, only 

under the identification assumptions. Thus structural VARS, as opposed to reduced-form 

VARs, do embed the identification assumptions, and the impulses do have economic 

meaning. But the problem here is whether the right identification restrictions have been 

imposed, i.e. whether these make sense and are plausible or not.  

Besides the problems mentioned above, the proper account is not taken for delays in 

and the distribution of effects of policy shocks on output and inflation in the studies 

conducted so far. Most of the studies do not test for the time series properties of the data. 

The studies investigating the transmission mechanism and lags involved in the process 

of transmission of the monetary policy are scant for Pakistan. The only study on the 

transmission mechanism for Pakistan is carried out by Ahmed et al. (2005). The study, 

covering the period from July 1996 to March 2004, uses VAR methodology with six lags 

only, which we think are too little, especially for monthly data of this kind. Furthermore, 

VAR and hence impulse response function are very sensitive to the ordering of variables. 

Another issue pertains to identifying restrictions. In an ideal situation, the identifying 

restrictions come from the fully specified macroeconomic model. In practice, this is rare and 
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the common approach is to impose a set of identification restrictions that are consistent with 

the economic theory.  However, imposing restrictions, consistent with the economic theory, 

is typically not different from other specification methods. Besides, Ahmed’s use of KSE 

index as proxy for assets price may not be appropriate because the index is very volatile as 

well as sensitive to speculation and it can be manipulated by the big players. Ahmed et. al 

employ impulse responses to investigate the response of different shock variables to a 

particular variable (policy instrument). But this approach does not identify the exact lags and 

strength with which a variable responds to policy changes. In addition, it authors the estimate 

model with and without a particular channel and then compares the results to test the 

significance of that specific channel. We feel that the concurrent operation (while including 

the channel) of different channels and the model specification (due to excluding that channel) 

makes the approach inappropriate. Furthermore, the time span covered (July1996-March 

2004) is too short for such an analysis. Lastly, as Pakistan is a small open economy 

vulnerable to external shocks, therefore, external variables should be essential part of the kind 

of study referred above. This is not the case of the aforementioned study.. 

We, in this study, have used an alternative methodology (i.e. transfer function 

approach), which is capable of addressing most of the issues raised above as well as in 

chapter one. Besides, we have included external variables to take in to account the impact of 

external shocks to the economy.  

The main objectives of this study are to determine: 

1. The relevance of different policy measures in designing the monetary policy;  

2. The effectiveness of a monetary policy in achieving macroeconomic goals of the 

policy; 
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3. The importance of different channels of monetary transmission mechanism; 

4. Lags involved in transmission of monetary changes through different channels2. 

5. The extent to which Pakistan’s small open economy is affected by the external 

shocks      

  

2.4 Conclusions  

In this chapter, we reviewed theoretical as well as empirical studies on transmission 

channels of monetary policy and lags involved in transmission of monetary changes through 

these channels. It needs no emphasis that the knowledge of transmission mechanism is 

essential for conducting monetary policy effectively. To achieve the objectives of a monetary 

policy i.e. price stability and stable output growth, the policy makers must be aware of the 

timing and magnitude of the impact of monetary changes on real economy. In traditional 

literature, the interest rate channel was considered to be the sole channel of monetary policy. 

But the recognition that the macroeconomic response to a policy-induced interest rate change 

is considerably larger than that implied by conventional estimates of the interest elasticity of 

consumption and investment, induced the idea that the mechanism other than the narrow 

interest rate channels may also be at work in transmission of monetary changes. Besides the 

interest rate channel, the channels identified in the literature include: the credit channel, the 

exchange rate channel, the asset prices channel, the consumption wealth channel and the 

expectations channel. Another important aspect in the analysis of transmission mechanism is 

the lags involved in this process. 

                                                 
2  With simple mathematical manipulation, lags can be translated into leads that may help in designing a 
monetary policy.  
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There is a huge theoretical literature on the monetary transmission mechanism and 

empirical studies that test for the existence of different channels. However, there are only a 

few studies on lags in effects of monetary policy. These studies use various techniques, 

different variables and different types of data. Single countries as well as group of countries 

are considered in these studies. 

Most of the studies focus on the existence of credit cannel. These studies use macro-

level data as well as micro-data on banks and firms. The evidence on this channel is mixed. A 

few studies test the role of wealth, the consumption channel and the exchange rate channel. 

All the studies on the exchange rate find evidence on existence of this channel. Some studies 

investigate the role of more than one channel. 

         Mostly the Vector Auto Regressive (VAR) methodology is employed. However, other 

techniques, such as Generalized Method of Moments (GMM), Ordinary Least Square (OLS), 

Auto Regressive Distributed Lags (ADL), Events study, Two Stage Least Square (2SLS), and 

Error Correction Model(ECM) have also been used.  
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3  Monetary Policy in Pakistan 

A monetary policy performs many functions in a given economy, such as regulation 

of quantity, cost, and distribution of money and credit to different sectors of the economy. 

Currently, the monetary policy is considered an important instrument for stabilization of 

policies, which includes price stability and stabilization of output.  The price stability aspect 

is regarded as the most important aspect of monetary policy goals in most of the economies 

around the world, but the output stabilization is also considered quite important. Monetary 

policy, however, is a complicated process for it requires constant revision and seasonal 

adjustments to meet the changing economic needs. Any miscalculation can obviously create 

complications. The management of monetary policy in most countries is market-based since 

the central bank attempts to achieve a target interest rate by influencing the market forces, but 

the authorities do not directly fix the interest rate. The economies practicing very successful 

monetary policy are the ones that adhere to the laws of the land as well as uphold the 

independence of their central bank. In such economies, the governments only set targets for 

monetary policy and outcomes and consequences are then left to the market to determine.  

In Pakistan, however, the case is different since its monetary policy until 1991 has been 

predominantly influenced by the government. The government borrowed from the State Bank at a 

rate of 0.5 percent per annum. The commercial banks owned by the government were required to 

invest 30-35 percent of their demand and time liabilities in government Paper. The paper carried 

an arbitrarily fixed return of 6 percent per annum. Given this background, one can safely say that 

the monetary policy was subservient to its fiscal policy, the central bank was not independent and 

markets were not allowed to play an influential role till the early 90s.    
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3.1. Historical Overview of Monetary Policy in Pakistan 

In Pakistan, like many other developing economies, the switch from a regulated 

economy to a market-oriented one started to take place in the early1990s. The reforms 

include: the privatization of nationalized commercial banks, the auction of government debt, 

the replacement of credit ceiling with open market operations (OMO) and the removal of the 

maximum limit on lending rate. However, the most significant reform in the context of a 

monetary policy has been the autonomy of the State Bank of Pakistan (though limited in 

nature). A brief history of major developments that took place during 1992 - 2008 is provided 

in the forthcoming paragraphs. 

Before 1991, the government’s debt management program was considered to be a 

loosely managed and highly unorganized system based on ad-hoc treasury bills and readily 

refinanced non-marketable long-term papers. In 1972, the national credit consultative council 

(NCCC) was established with the main responsibility of the distribution of credit in the 

economy, especially to improve the availability to less developed sectors of the economy. The 

main mechanism of the monetary policy and management between 1972 and 1991 was the 

control of volume, cost, and the allocation of credit. The fiscal requirements of the 

government determined as to how the government would manage its credit and debt policy 

for the year. The government used to borrow from the State Bank by selling its ad-hoc T. 

Bills at a rate of return of 6.0 percent per annum. The commercial banks had to invest at least 

30-35 percent of their demand and time deposits in the government papers. However, the 

monetary policy has been successful in maintaining growth and price stability during the 

period (Zaidi, 2005). The government’s economic growth strategy was based on controlling 

interest rate, directing credit to priority sectors, and obtaining cheep credit from the banking 
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sector for budgetary sport. The growth rate of GDP averaged 4.8 percent during the 70s rising 

to 6.5 percent across the 80s. The inflation rate was more than 12.0 percent in the 70s (largely 

due to factors out of the government control such as of oil prices and failure of crops). The 

inflation rate, however, fell to 7.3 percent in the 80s. The critics (Khan and Mahmood, 1995), 

nevertheless, attributed numerous problems and consequences to the old monetary structure. 

These include excess liquidity problem, non-performing loans on political and uneconomic 

grounds, undermining of the SBP targets by the non-bank financial institutions, and the 

segmentation of financial market owing to high interest rate on the government saving 

instruments etc. 

In the 1990s, the financial sector reforms were initiated with the objective of 

transforming the financial structure from a controlled to a market based system.  Though the 

government started auction of T-Bills in 1988, but this did not cast much impact on the 

money market, because the amount auctioned was small and the rate of return was low as 

compared to the national saving scheme. In 1991, the government started a full-fledged 

system of the auction of the government debt and allowed the rate of return on T. Bills to rise 

from 6.0 percent to 13.0 percent. The federal investment bonds with maturity of three, five, 

and ten years were introduced as a long-term instrument. In 1992, the system of credit ceiling 

was replaced by credit to deposits ratio (CDR) and the open market operations (OMO). From 

1995, OMOs become the major instrument of monetary management (SBP 2000). Another 

important reform undertaken in 1995 was the removal of the maximum lending rate charged 

by the banks. This step is considered an important move towards making money and credit 

policy more market oriented as commercial banks can now charge any rate they want and 

their clients agree to. The CDR was abolished in 1995 to make the structure of the credit 
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availability in the economy fully market based. Some other measures taken to reform the 

financial sector are discussed below. 

The banking sector was opened to the private sector with fresh licenses to 10 local 

sponsors and 3 foreign banks in 1991. Besides, in the same year, the privatization of public 

sector banks was initiated with the privatization of the Muslim commercial bank (MCB) to be 

followed by the privatization of Allied Bank (ALB) in 1992.   

The government extended the supervisory jurisdiction of the SBP to non-bank 

financial institutions (NBFIs) in 1992. These include leasing companies, investment banks, 

and housing finance companies. SBP issued prudential regulations for the banks, which cover 

various aspects of the operations of commercial banks. The main objective of the regulation is 

to ensure the financial soundness of the banks.  The State bank of Pakistan was granted some 

autonomy in 1994, which was strengthened in 1997 with the issuance of three more 

ordinances. In 1995, all NBFIs and subsequently in year 2000 all commercial banks were 

required to have themselves credit rated by a rating agency approved by the SBP. In 1997, 

banks were asked to apply the system of risk-weighted capital in the line with Basel accord, 

whereby banks are required to maintain unencumbered capital and general reserves of not less 

then 8% of risk their weighted assets. The public sector banks and the domestic financial 

institutions were facilitated towards restructuring and downsizing their organizations to 

reduce the intermediation cost, while their loss-making branches were closed.  

Numerous efforts were made to improve the financial health of the banks. These 

include requiring the banks to lay down a quarterly recovery as well as the periodic 

monitoring of recovery against targets. Banks were also asked to provide for their non-

performing loans. In order for providing the necessary legal framework for expediting the 
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recovery of the stuck-up loans, suitable amendments were made in the concerned laws in 

1997. The same year banking courts were established and two separate incentive schemes 

were introduced to provide opportunities to loan defaulters to pay their overdue loans and 

reschedule/ regularize their remaining amounts. Finally, the non-performing loans of public 

sector banks and NBFIs were transferred to corporate and industrial restructuring corporation 

(CRIC) that was specifically established in year 2000 for this purpose. 

In the 1990, a securities department was set up in the SBP to launch an auction system 

of public debt and to develop a secondary market for the government securities. A foreign 

exchange dealing room was set up in 1998. These measures eventually evolved into an 

exchange and the debt management department in 2000. The sale of all types of bearer 

instrument was discontinued in 1999.  

The statutory liquidity reserve (SLR) requirement was significantly reduced in the 

early 90s and it has remained in the range 0f 15-20 percent including a cash reserve 

requirement of 4-7 percent. The NBFIs, which was earlier exempted from maintaining an 

SLR, was also asked in 1992 to maintain it so that the monetary targets are not defeated.   

As a part of the liberalization of the foreign exchange regime initiated in 1991, the 

resident Pakistanis like non-residents were allowed to open foreign currency accounts in 

banks in Pakistan. Besides, the authorized dealers designated by foreign companies were 

allowed to remit profits abroad without the approval of the SBP. In 1988, the managed float 

was initially replaced with the dual exchange rate system based on a composite rate that gave 

a significant recognition to the prevalent rate in the open market. Later in 1999, the SBP 

stopped the practice of announcing the official rate. Now, the rate prevalent in the inter-bank 

market determined on the basis of market forces, is accepted as the official rate  
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In 1984, the Pakistan credit rating agency limited (PACRA) was set up to improve 

transparency in the stock market. In 1997, the central depository company of Pakistan limited 

was set up to facilitate the electronic transfer of stock. The Securities and Exchange 

Commission of Pakistan (SECP) was established in 1999 through SECP act, 1997, replacing 

the Corporate Law Authority (CLA). 

To ensure the capital adequacy of banks, the SBP raised minimum paid-up capital 

requirements for banks from Rs. 500 millions to Rs.750 millions in 2002 and to Rs.1000 

millions in 2003, to Rs.1.5 billions in 2004 and to Rs.2.0 billions in 2005. Currently, the 

minimum paid up capital requirement is Rs. 6.0 billions. Besides, amendments in banking 

company’s ordinance, 1962 and income tax ordinance, 2001 were made. These measures 

facilitated the merger and acquisition (M&A) of many banks and non-bank financial 

institutions. Around 29 cases of M&A, of which seven were acquisitions and 22 mergers, 

have been observed during 2000-2006. Consequently, the number of banks was reduced  

from 46 in 1997 to 39 in 2006.  

In 2004, an international accord - Basel II to which Pakistan is a signatory, was 

finalized. The accord provides a framework towards more risk sensitive new capital 

adequacy, which provided a framework for capital allocation that is more risk sensitive as 

compared to Basel I, the accord became operative on January 01, 2008. 

in 2006, banks and DFIs were directed to use KIBOR as a benchmark for determining 

pricing of all rupee corporate/commercial bank lending, this was to make pricing loan system 

more transparent and consistent,.  Same year, the statutory reserve requirement was set at 

18% of total time and demand liabilities.  
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The SBP lowered the interest rate from 14% in 2001-02 to 7.5% in 2002-03, mainly to 

bring the stability in exchange rate and stimulate the economic growth, mainly through the 

private sector. The SBP kept the interest rate low during 2003-04 and did not make changes 

in the CRR or SLR requirements. The CRR and SLR have remained unchanged during 2002-

04. This was meant to pursue an easy monetary policy initiated in 2002. In 2004, all the 

commercial banks were directed to link their lending rates with one, three, six months & any 

other longer period tenors of Karachi Inter-Bank Offered Rate (KIBOR). SLR, for DFIs, was 

fixed at 15 percent of the total Time & Demand Liabilities in the form of liquid assets. In 

addition, they were to continue maintaining Cash Reserve (CRR) with the SBP at 1 percent of 

their Demand & Time Liabilities. In 2005, the SBP allowed domestic banks to open their 

branches abroad.  The same year, the SBP decided to adopt the Basel II in Pakistan.  

The country moved to floating Exchange rate regime in 1999. The exchange rate had 

always been on the depreciation course since Pakistan adopted the managed float exchange 

regime in 1992. After reaching a peak level in 2001, some appreciation was registered due to 

favorable developments vis-à-vis external account in the aftermath of 9/11. The favorable 

developments included the increase in remittances and the US financial aid to Pakistan for 

being an ally in the war on terrorism. These factors helped in accumulation of the foreign 

reserves and stabilized the exchange rate. But the recent increase in oil and food prices in the 

international market has contributed to a huge current account deficit that has caused the 

exchange to depreciate.  To arrest the depreciation of the exchange rate, the SBP has taken 

various measures, including the imposition of cash margin on the import of some of the 

commodities and restraining the exchange companies from exporting the foreign currency for 

capital transactions abroad. These measures helped to lessen the pressure on the Pak Rupee.  
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Earlier in 2007, the anti-money laundering ordinance was promulgated to prevent the 

use of the banking channel for the purpose of money laundering. 

 The SBP continued the tight policy it was pursuing since 2005 due to upsurge in the 

inflationary pressure. The interest rate as well as reserve requirement by the banking system 

was increased. The interest rate was first raised by 50 basis points to 10% in August 2007. 

However, due to the high demand pressure, the SBP increased the rate by another 50 basis 

points again and cash reserve requirement by 100 basis points in February 2008. Given the 

unprecedented inflation hikes mainly due to high oil and food prices in the international 

market besides high government budgetary borrowing from the central bank, the SBP took 

further tightening measures in May 2008 

 

3.2. Money Supply 

The State bank of Pakistan, with its establishment in 1948, fixed the bank rate at 3% 

to encourage the credit expansion in the economy. The main objective, at that time, was the 

establishment of an industrial set up and expansion of commerce in the economy with almost 

non-existent industrial base. The cash reserve requirement ratio was fixed at 5%, while the 

liquidity ratio was fixed at 20%. 

In 1949-50, the money supply stood at 3266.10 millions, which with an increase of 

14%, rose to 3737.90 millions in 1950-51. For the next 15 years or so the supply grew at an 

average of around 14 percent except for a few outliers. For example, in 1951-52 the trade 

account turned into surplus with cotton export boom due to the Korean War. The money 

supply growth in this year was contained at mere 3 percent. When the Pak-Rupee was 

devalued for the first time in 1956, the money supply growth was kept down.  
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In May1972 the Pak Rupee was devalued 131%. The devaluation did not work well to 

stop the rising general price level because its favorable impact on exports was more than 

offset shortly due to oil shock of 1973. The growth rate of money supply during the 70s 

fluctuated around 20 percent on the average. During the late 70s, the growth rate of money 

supply ranged between 22-25 percent. This remained the trend despite the increase in bank 

rate initially to 6 percent in 1972 and then to 10 percent in 1977, increase in liquidity ratio to 

35 percent by 1973 and the introduction of credit ceilings in 1973―all directed towards 

containing the growth of money supply.  

All the scheduled banks were nationalized in 1974 to break up the concentration of the 

financial power. The Pakistan banking council was set up to coordinate banking activities and 

analyzes the balance sheet of the banks. 

The money supply growth fell down to 7.7% in 1974-75 due to strict control. The 

bank rate was raised to 10% in 1977 and the growth rate of money supply remained high 

(between 22% and 25%) during the late 1970s (from 1975-76 to1978-79). In 1980, however, 

it came down to 17.6%. The floating exchange rate was introduced in 1982, which caused the 

reduction in the trade deficit, but the money supply growth jumped to 25.3% in 1982-83. This 

high growth was mainly due to expansion of the credit to government and the high growth of 

time deposits. The state bank, with floating exchange rate, could not insulate the economy 

from the effect of depreciated value net foreign reserves. As a result, the money supply fell to 

11.8% in1983-84. The growth rate money supply was between 12% and 14% for the next 

four years. The money supply growth, however, touched an alarming 28.13% in 1991-92 due 

to floods. The financial sector reforms were initiated in 1991as discussed earlier. 
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During 1992-93, the credit deposit ratio was introduced as an instrument to control the 

private sector credit of commercial banks replacing the credit ceilings. The effort was made to 

ensure the adequate flow of credit to private sector for productive activities in general and 

priority sector in particular. The monetary expansion was 17.8%. The expansion was 

accounted for by both government borrowing for budgetary support and the credit extended to 

private sector. The inflation rate remained essentially unchanged during 1992-93. 

The domestic credit expanded in 1993-94 to accommodate the government borrowing 

for deficit financing. This loose policy also generated pressure on prices to increase and 

excess liquidity posed a serious threat to the balance of payments. A tighter monetary policy, 

therefore, was pursued in 1993-94. The growth of money was 18.1%. The discount rate of 

SBP was increased from 15% to 17%. There was an upward pressure on inflation due to 

expansionary monetary and fiscal policies and depreciation of the exchange rate followed in 

previous years. The Pak Rupee was depreciated 5% during 1994. 

In 1994-95, there was a move towards adopting indirect monetary controls and market 

based instrument of monetary management. The structure of interest rate underwent changes, 

the wedge between maximum and minimum lending rate was reduced to eliminate the 

distorting impacts. The reserve requirements of scheduled banks and the rupee rate were 

increased to regulate the liquidity in the economy. The growth rate of money supply was 

17.2% and inflation was 13.02%. The main reasons for the higher inflation: the low 

agriculture production, the high international commodity prices (edible oil), and the support 

prices of agriculture crops. 

In 1995-96, a tight monetary policy was persuaded, the monetary expansion 

was13.8% and the inflation rate was 10.79% and the credit expansion was lower than the 
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previous year. This tight monetary policy continued to be persuading till 1998-1999 due to 

inflationary pressure built during the early 1990s. The inflation remained at double digit level 

till 1996-97, which had daunted affects on the economy, but it was brought down to 7.8% in 

1997-98 and was further reduced to 6.1% in 1998-1999. The domestic credit expanded a great 

deal between1993 and 1998 with private sector credit taking lead but slowed down after that. 

The financial year 1999-2000 witnessed further reduction in the interest rate, the 

growth rate of money supply was with in credit plan target, though higher than previous year. 

Notwithstanding an easy monetary policy, the credit to private sector did not increase. The 

interest rate was low even though the government borrowing increased, it was caused by the 

government borrowing that shifted from the scheduled banks to the SBP, and hence there was 

a downward pressure on T. Bill rate. The exchange rate remained low and the return on 

foreign currency account was low, therefore the domestic dollarization took place in 1999-

2000. Though there was no inflationary pressure but was a shift toward demand deposit and 

currency in circulation. 

The growth rate of money supply slowed down in 2000-01 and the growth of currency 

in circulation also started to taper, but the growth of the bank deposits remained high. This 

was a difficult time for the monetary management due to structural changes in the exchange 

rate regime, the need to increase liquid foreign assets, and increasing interest rate. However, 

the expansion in credit to private sector, in spite of a high interest rate and a shift of 

government borrowing to commercial banks, helped the SBP in mitigating these challenges. 

The monetary policy was accommodating in 2001-02 and the growth rate of the 

money supply was 14.8%, the highest in the last five years. This was because of the enhanced 

ability of the SBP to implement the easy monetary policy due to macroeconomic discipline in 
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the previous year. The excess liquidity due to increase in foreign purchases of the the SBP 

resulted into a shift in public debt (borrowing from the scheduled banks rose sharply at the 

cost of borrowing from the SBP) without increase in interest rate. The credit to private sector, 

however, declined in 2001-02. 

As the private sector credit was low in 2001-02, therefore, the SBP chose to increase 

the market liquidity by reducing the sterilization of its rising forex market purchases. As a 

result, the domestic interest rate plunged to an all time low. This quoted a revival of economic 

activity and the expansion of private sector credit took place. The financial year 2002-03 

witnessed a strong growth of 18% in the money supply, the SBP continued its 

accommodating monetary policy in 2003-04 and the money supply growth rate rose to 

19.6%, the highest in last 12 years. This easy monetary stance was successful in inducing a 

massive increase in the aggregate demand, deriving the GDP growth over 6% for the first 

time since 1995-96. However, the increase in the inflation rate (mostly due to food and oil 

prices) and the exchange rate pressure became a source of concern. The SBP, therefore, began 

a gradual tightening of the monetary policy by influencing an upward movement in the 

interest rate, moving the interest rate steadily upwards. 

The monetary policy was switched to an aggressive tightening in 2004-05 from a 

broadly accommodative stance for the last three years. Though there was a gradual increase in 

the interest rate in 2004-05 for addressing the inflation, but the SBP was still more concerned 

about the economic growth, which was steadily gaining a momentum. The SBP, however, 

raised the interest rate by 150 basis points as a corrective measure to divide the overheating of  

the economy as singled by the continued hike in oil and food prices. The growth of the money 

supply declined to 14.5% in 2004-05. Even the aggressive tightening, however, could not 
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ensure the containing of inflationary pressure given the carry forward liquidity over hanged 

for the preceding three years and the persistent fluctuation in the international oil prices. The 

growth rate of monetary aggregate was 16.9% in 2006-07, while it was 14% in 2007-08. The 

SBP continued tight policy while increasing the interest rate as well as the reserve 

requirement by the banking system. 

 

3.3. Inflation  

The inflation rate was well under control in the 1950s i.e. the annual average rate was 

2.12 percent. The inflation rate remained around this level even in the first half of the 60s. 

However, the general price level increased significantly in 1966-67 and the inflation rate 

touched 8.58 percent. The increasing inflation rate followed the growth in the money supply 

in 1965-66 due to large scale deficit financing for addressing the defense expenditure required 

for the 1965 war. However, despite the staggering defense expenditure, the inflation rate 

averaged 3.35% in the 60s. 

 The rate of inflation began to rise rapidly following the hike in oil prices in 1972. 

Despite the devaluation of Pak rupee, the balance of payment deficit continued to grow. In 

1973-74, the public investment expenditure was increased significantly. The increase was 

mainly financed through foreign aid flows and large-scale deficit financing. Owing to this 

unhealthy trend, the inflation rate rose to 30 percent in 1973-74 and remained high i.e. 

26.71% in 1974-75. However, it came down to 11.675 in 1975-76 due to the improved 

growth rate of commodity producing sector. The overall inflation rate was 13.6% between 

1969-70 and 1974-75. The rate was brought down to 8.975 during the second half of the 

1970s because of the controlled growth rate of the money supply. 
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With the onset of the 1980s, however, the inflation rate began to rise again, and 

remained at 10% per annum from 1979-80 to 1981-82. This could partly be attributed to the 

world economic trend and partly to the revival of economic activities following the 1970s 

recession. The inflation rate, however, had declined to 4.59 percent, which was reasonably 

low. This was mainly due to the improvement in commodity producing sector and the 

reduction in public investment and expenditure. In 1988-89 the inflation increased suddenly 

10.4 percent due to supply shock ― the agricultural production fell because of the natural 

disasters, such as drought and floods etc. while the industrial production declined due to poor 

law and order situation in Karachi. However, the inflation rate declined to 6 percent in 1989-

90. The overall inflation rate for the 80s averaged 6.6 percent to 7.8 percent for the first half 

of the decade and 6.4 during the second half. This rate was almost half the average rate (13 

percent) for the 70s. 

The inflationary pressure increased in the 90s due to expansionary monetary and fiscal 

policies, structural reforms, depreciation of Pak Rupee and the adverse weather conditions. 

The inflation remained in double digits till 96-97, but it started declining thereafter with the 

rate 6.6 percent and 7.8 percent in the next two years and reaching 3.6 by 98-99, the lowest 

level in three decades. Not only the inflation rate was low but its incidence on poorer group 

was lower than average (3.2 percent).  

The price level remained subdued during the initial years of the current decade with 

inflation rate fluctuating between 3.1 - 4.4 percent in the first three years. The inflationary 

pressure became visible in 2003-04 when inflation rose to 4.6 percent and, then, suddenly 

jumped to 9.3 percent in 2004-05. Critics of the SBP lay the blame on loose monetary policy 

practiced by the SBP during the previous years, however, the contribution of supply side 
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factors, such as the hike in oil prices cannot be ignored altogether. Since then, the SBP has 

somewhat tightened the policy stance, and resultantly the inflation declined to 7.9 percent in 

2005-06 and it remained at 7.8 percent during the 2006-07, considerably higher than the 6.4 

percent target for the year. Despite the tight monetary policy by the SBP, the inflationary 

pressure even increased further due to a a surge in global inflation, which hurt developing 

economies more as compared to developed one. The CPI inflation increased to 9.8% in 2007-

08 from 7.8% in 2006-07. The food inflation was 15.8% in 2007-08, almost double than 

(8.1%) food inflation in 2006-07. The summery of the major developments of the monetary 

sector is given below: 

 
Summary of the Major developments of the monetary sector and changes 

 in monetary policy in Pakistan since 1972 
 

year Development Objective(s)/Details 
1972 National Credit 

Consulate Council 
(NCCC) 

National Credit Consulate Council (NCCC) was established with main 
responsibility of distribution of credit in the economy especially to improve 
availability of credit to less developed sectors of the economy. 

1980 Managed floating 
exchange rate 

A  first step to move from fixed exchange rate regime  toward market based. 

1984 PACRA was set up to  Provide rating of the corporate sector and thereby facilitate investors. . 

1990 Financial Sector Reforms Financial Sector Reforms were initiated with the objective of transforming the 
financial structure from regulated to a market based system. 

1990 Securities department 
was set up 

To launch an auction system of public debt and to develop a secondary market for 
government securities 

1991 Banking sector was 
opened to the private 
owners 

Banking sector was opened to the private sector with fresh licenses 10 local 
sponsors and 3 foreign banks in 1991. Besides, in the same year, the privatization 
of public sector banks was initiated with privatization of Muslim commercial bank 
(MCB) to be followed by privatization of Allied Bank (ALB) in 1992.   

1992 Removal of Credit 
Ceiling 

The System of Credit Ceiling was replaced by credit to deposits ratio (CDR) and 
open market operations (OMO). 

1992 Extension of the 
supervisory jurisdiction 
of SBP to NBFIs. 

The main objective of the regulation was to ensure financial soundness of  . 

1994 SBP Autonomy  State bank of Pakistan was granted some autonomy .it was an important 
development regarding the function of SBP. 

1995 Removal of ceiling on. 
lending rate 

This step is considered an important move toward making money and credit policy 
more market oriented as commercial banks can now charge any rate they want and 
their clients agree to. 

1995 CDR was abolished To make the structure of credit availability in the economy fully market based. 
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1997 Banking Courts were 
established 

Banking courts were established and two separate incentive schemes were 
introduced to provide opportunities to loan defaulters to pay their overdue loans 
and reschedule/ regularize remaining amounts. 

1997 Central Depository 
Company was set up 

To facilitate electronic transfer of stock 

1998 Foreign exchange dealing 
room was set up 

These were merged and become exchange and debt management department in 
2000. The sale of all types of bearer instrument was discontinued in 1999. 

1999 Fully floating exchange 
rate 

SBP stopped the practices of announcing the official rate and now the rate 
prevalent in the inter-bank market, determined on the basis of market forces, is 
accepted as the official rate.  
 

1999 SECP was established Securities and Exchange Commission of Pakistan (SECP) was established in 1999 
through SECP act, 1997, replacing the Corporate Law Authority (CLA). 
 

2000 CRIC was established To take over the chronic non-performing loans of public sector banks and NBFIs . 
2002 Minimum paid- up 

capital requirements 
Were raised from 500 
million to 750 million. 

To facilitate the merger and acquisition (M&A).  

2002 The SBP lowered interest 
rate to 7.5% 

To bring the stability in exchange rate and stimulate economic growth mainly 
through private sector 

2002 Amendments in banking 
company’s ordinance, 
1962 and income tax 
ordinance, 2001 were 
made 

To facilitate the merger and acquisition (M&A).  

2003 Minimum paid- up 
capital requirements 
Were raised 1000 
million. 

To facilitate the merger and acquisition (M&A), 

2004 Minimum paid- up 
capital requirements 
Were raised 1.5 billion.  

To facilitate the merger and acquisition (M&A).  

2005 Domestic banks were 
allowed to open their 
branches abroad 

To make local banks more competent. 

2005 Minimum paid- up 
capital requirements 
Were raised 2 billion. 

To facilitate the merger and acquisition (M&A),  

2006 Mergers and Acquisitions Around 29 cases of M&A, of which seven were acquisitions and 22 were mergers, 
have been observed during 2000-2006. This reduced the number of banks from 46 
in 1997 to 39 in 2006. 

2007 Interest rate was raised 
by 50 basis points. 

To reduce inflationary pressure that built up due to high oil and food prices in 
international market. 
 

2007 Anti-money laundering 
ordinance was 
promulgated. 

To prevent the use of banking channel for the purpose of money laundering. 

2008 Interest rate was first 
raised by 50 basis points 
and then by 150 basis 
points. 

To reduce inflationary pressure that built up due to high oil and food prices in 
international market. 
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Summary:  Money Growth, Credit, and Inflation 
Year Money 

Growth% 
Inflation 
Rate% 

Credit   
Growth% 

Year Money 
Growth% 

Inflation 
Rate% 

Credit 
Growth% 

1970 19.6 14.5 16 1995 17.2 13 20.5 
1982 11.4 11.1 19.1 1996 13.8 10.8 15.9 
1983 25.3 4.7 21.4 1997 12.2 11.8 14.3 
1984 11.8 7.3 16.7 1998 14.5 7.8 12.4 
1985 12.6 5.7 29.0 1999 6.2 5.7 11.3 
1986 14.8 4.4 16.8 2000 9.4 3.6 14.2 
1987 13.7 3.6 3.3 2001 9 4.4 7.3 
1988 12.3 6.3 12.5 2002 15.4 3.5 5.3 
1989 7.8 10.4 7.7 2003 18 3.1 24.3 
1990 17.5 6 7.8 2004 19.3 4.6 35.2 
1991 17.4 12.7 9.8 2005 14.5 9.3 14.8 
1992 26.2 10.6 25.4 2006 15.2 7.9 25.0 
1993 17.8 9.8 15 2007 16.9 7.8 17.3 
1994 18.1 11.3 14.5     
Source: SBP.  
 

Changes in Monetary Instrument in Pakistan (1991-2007) 
No Discount rate CRR SLR 

 Date Change 
(Basis 
point) 

Rate Effective 
from 

Percentage of 
demand and time 

liabilities 

Effective 
from 

Ratio 
in % 

     Minimum  Weekly 
average  

  

1 04- 03- 99 -100 14.0 01-01-91 - 5.0 13-08-92 35 
2 05- 19-99 -100 13.0 28-07-97 4.0 5.0 19-12-92 40 
3 01- 05-00 100 11.0 22-06-98 - 3.75 27-10-93 30 
4 09-19-00 100 12.0 05-09-99 4.0 5.0 01-03-94 25 
5 10- 05-00   100 13.0 19-05-99 2.5 3.5 28-05-97 20 
6 06- 07-01 100 14.0 12-07-99 4.0 5.0 02-01-98 18 
7 07-19-01 -100 13.0 07-10-00 6.0 7.0 22-06-98 15 
8 08-17-01 -100 12.0 16-12-00 4.0 5.0 19-05-99 13 
9 10- 02-01  -200 10.0 30-12-01 3.0 5.0 12-07-99 15 
10 01-23-02 -100 9.0 06-01-01 4.0 5.0 22-07-06 18 
13 11-18-02 -150 7.5 05-01-06 4.0 5.0   
14 04-11-05 150 9.0 22-07-06 4.0 7.0   
15 07-22-06 50 9.5      
16 08- 01-07 50 10.0      
Source: Qayyum (unpublished paper 2007)  
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4                                Model, Methodology and Data3 

4.1.  Introduction: 

In Pakistan, as in most other developing economies, the effectiveness of the monetary 

transmission channel is constrained by a number of factors: among the factors that impede the 

transmission of monetary impulses, the most important one pertains to spending and 

investment decisions that appear to be insensitive to the availability and cost of credit (see 

Khan and Khan, 2007). This trend seriously hampers the effectiveness of a monetary policy. 

Besides, the high domestic and international debt and consistently high budget deficits remain 

central issues in Pakistan’s (Khalid, 2005). In such a situation, the ability of the monetary 

authority to control inflation is drastically reduced (Sargent and Wallace, 1981). 

 As discussed earlier in the chapter 2, the interest rate channel works through the 

influence of real interest rate changes on the aggregate demand. In the traditional Keynesian 

view, the monetary policy can influence the real cost of borrowing by setting nominal short-

term interest rates. In the presence of price rigidities, the change in the nominal interest rate 

leads to a corresponding change in the real interest rate, which impacts business, housing, and 

inventory investment as well as spending on consumer durable spending. Aggregate demand 

in Pakistan responds very little to changes in the interest rate [for example see Khan and 

Khan, (2007)]. The market segmentation, together with a low degree of competition between 

banks, may also lower the interest rate elasticity of demand for deposits and loans. This factor 

is evident through the high and persistent banking spread despite reductions in real interest 

rates (Khawaja and Din, 2007).  

                                                 
3 In this chapter we make liberal use of Box-Jenkins(1976),Enders(1995), and Muller and Wei (1994) 
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The credit channel operates as an accelerator of monetary policy transmission. The 

monetary policy affects real economy through this channel indirectly. There are two different 

approaches to defining the credit channel of monetary transmission i.e. bank lending channel 

and balance sheet channel. The bank lending channel operates via the influence of monetary 

policy on the supply of bank loans that is, the quantity rather than the price of credit. A 

contractile monetary shock reduces the bank reserves and, therefore, the total amount of the 

bank credit available, leading to a fall in investment by the bank-dependent borrowers and 

possibly in consumer spending. For the bank lending channel to work, a monetary policy 

tightening must effectively limit banks’ ability to supply loans by reducing the bank reserves. 

The necessary condition for the bank lending channel is the lack of substitutes, such as the 

government bonds for deposit liabilities and for bank credit [Walsh, (1998)]. Ahmed et al in 

(2005) shows that the role of bank lending in Pakistan is prominent because of the lack of 

non-bank sources of finance. Actually, the channel is based on the dual nature of banks as 

holders of deposits and as sources of loans [Bernanke and Blinder, (1988)]. Due to a growing 

banking infrastructure, the credit channel may matter in the monetary transmission in a 

country like Pakistan. The balance sheet channel is based on the notion of asymmetric 

information in credit markets, emphasizing the role of collateral in reducing moral hazards.  

An expansionary monetary policy, by causing a rise in financial and physical asset 

prices, increases the net worth of firms and, hence, the value of collateral, company cash 

flow, and firms’ creditworthiness. In addition, a rise in asset prices increases the ratio of the 

liquid financial assets to household debt, reduces the probability of financial distress, and 

eventually increases the consumption and housing investment (Mishkin, 2001). The banks in 

Pakistan - given their lack of expertise in properly assessing the credit risk - mostly charge 
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the same rate to all customers. This practice raises the banking spread and reduces the 

effectiveness of the balance sheet channel.  

The asset price channel operates by the way of the monetary policy impact on the net 

wealth of the economic agents. Tobin’s q theory provides a base for this channel, which can 

be applied to both firm investment and to the housing market. The monetary transmission 

through this channel can further be derived from Modigliani’s lifecycle model, according to 

which an increase in the financial wealth raises consumption. The asset price channel is not 

likely to operate in Pakistan due to the less developed capital markets. The financial sector is 

dominated by banks, which account for the larger part of the financial system’s assets. The 

non-bank financial sector (stock market, debt securities market, mortgage market, insurance 

industry) is less developed. The market financing matters a little since it precludes the 

channel’s working through wealth and income effects. 

The monetary policy can influence the exchange rate through direct intervention in 

the foreign exchange market or inflationary expectations. The changes in exchange rates 

affect aggregate demand and the price level through their influence on (1) the cost of 

imported goods; (2) the cost of production and investment; (3) international 

competitiveness and net exports; and (4) firms’ balance sheets in the case of high-liability 

dollarization. There are several reasons to expect the nominal exchange rate to a have 

considerable influence on inflation and aggregate demand in Pakistan: firstly, the effect of 

exchange rate changes on inflation may be significant due to the relatively high 

imports/export ratio. Secondly, the aggregate demand in Pakistan is substantially 

influenced by the flow of remittances from the overseas Pakistanis. Any appreciation or 

depreciation, consequently, of the local currency could result in a wealth effect with a 
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significant impact on the consumption spending. Thirdly, the changes in the real exchange 

rate have implications for the international competitiveness of competing goods. Given 

the foregoing reasons, there is an ample evidence to expect that the exchange rate channel 

is operational in Pakistan. 

The monetary policy actions may also exercise an influence on the economy 

through their impact on the confidence and expectations of the economic agents about the 

future outlook of the economy. In particular, such expectations’ effects may improve the 

monetary policy transmission through other channels by shortening reaction lags (Mayes, 

2004). The more effective the expectation channel is the greater the credibility of the 

central bank. If the central bank enjoys a high degree of credibility in pursuing its 

objectives, the monetary policy can exert a powerful yet direct influence on the price 

developments by guiding the economic agents’ towards the expected level of inflation in 

future, thereby influencing their wage and price-setting behavior. The credibility of the 

central bank to maintain price stability in a lasting manner is crucial in this respect. The 

economic agents’ belief in the central bank’s ability and commitment towards maintaining 

the price stability would play a vital role in firmly anchoring the inflation expectations 

with price stability. This, in return, will influence wage and price-setting in the economy 

given that in an environment of price stability, the wage and price-setters will no longer 

have to adjust their prices upwards for the fear of future inflation hike. The credibility 

aspect surely facilitates the task of a monetary policy. The prevalence of expectation 

channel is possible only in more advance economies, where central banks are 

autonomous, transparent and committed only to the objective of low inflation, whereas, 

the situation in Pakistan is quite contrary.    
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4.2.  Model Specification 
 

Following Aslanidi (2007), who modified the Kim and Roubini (2000) model, and 

keeping in mind the foregoing discussion, our model specification is, in vector form, given 

as:  

                     Z=(i*, y*, y, π , m, cr, , i, e )                               (4.1) 

The external sector is represented by the US interest rate ( i* ) and the US output (y*). The 

foreign variables have been introduced to control the foreign monetary policy shock in setting 

domestic monetary policy. This will help to isolate exogenous monetary policy changes 

(Aslanidi, 2007). Both the domestic output (y) and the inflation rate (π ) represent domestic 

activity and characterize a goods’ market in the economy. The credit (cr) remains inclusive, 

for looking at the interaction of a monetary policy through the credit channel of the monetary 

transmission mechanism. The variable (i) is a domestic short-term interest rate, while (e) is the 

nominal exchange. The monetary aggregate (m) is included as it has been used as a monetary 

policy target in Pakistan.  

 

4.3.  Methodology: 

The two of the objectives of this study indicated in the chapter 1 are as follows: 

(i) To analyze the strength of different channels of monetary policy transmission                

mechanism; 

        (ii) To analyze the lags involved in different channels of monetary policy. 

In order to achieve the abovementioned objectives empirically, we have used the 

transfer function methodology. This chapter is geared towards explaining the methodology 
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employed. The transfer function model has the advantage of identifying the delay period and 

the duration of effect of input(s) on output accurately. The transfer function model is the 

generalization of univariate model in that it allows the time path of the dependent variable to 

be influenced by the time path of the independent variable(s). It is among the most widely 

used linear times series models in many areas of application, such as economics, engineering, 

and environmental sciences that are effective tools for forecasting as well as hypothesis 

testing.  

We use the Transfer Function Model developed by the Box and Jenkins (1976). To explain 

the method, we started with a simple case of one input and one output, then we generalized it 

to a more general case of multi-input-multi-output. 

   Let xt
 be input series and yt

 be the output series. Further assume that input and 

output series are jointly stationary. Split yt
 into two components as: 

              Nzy ttt
+=                                  (4.2) 

Where zt contains that part of yt
which can be explained in term of x t

, and 

 N t
 is an error or noise term which in general is auto-correlated but is independent of the 

input series xt
. Here, both yt

and x t
 are observable, while zt is not observable.  Suppose the 

dynamic relationship between zt and x t
is represented as:  
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   Whereby B b
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δ
ω

ν  and is called transfer function, while b is the delay period. 

Therefore, the model (4.2) can be written more generally as: 

         Nxy ttt
B += )(ν               (4.3) 

In many practical situations, the term N t
is non-stationary and it can be represented by an 

ARIMA (p, d,q) i.e.  

          aN tt B
Bc ⎥

⎦

⎤
⎢
⎣

⎡
+=

)(
)(

φ
θ       (4.4) 

The function noise model, therefore, can be written as: 

           axy ttt B
BBc ⎥

⎦

⎤
⎢
⎣

⎡
++=

)(
)()(

φ
θν                 (4.5) 

Here, )(Bω  is moving the average operator i.e. B s

s
BB ωωωω −−−= ....)(

10
, )(Bδ  is the 

autoregressive operator i.e. BB r

r
BB δδδδ −−−−= .....1)( 2

21
. In practice, we normally 

do not know the form of ν (B) and the structure of Nt i.e. the parameters r, s, b, p, and q and 

have to identify them through the analyses of data on variables x t
and yt

. 

 

Multi-inputs-multi-outputs Models 

The transfer function models, discussed above, assume that input variables ( xit
) 

affect the output variable ( yt
), but that yt

in turn does not affect xit
. This assumption, 

however, does not hold in practice due to feedback between inputs and output. It is, therefore, 

unwise to treat one as input and the other as an output in the transfer function model. To deal 

effectively with such a situations it is necessary to treat both (generally all variables included 
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in the model) on an equal basis so that the two-way feedback between each pair of variables 

can be disentangled. 

The multi-inputs and multi-outputs models are similar in concept to simultaneous 

equations models, but with more general lag and error structure. In general, the n-equations 

model can be written in a compact matrix form: 

           μ ittt zz Bv += )(                                                 (4.6)       

Where, zt is a column vector of n variables and v (B) is a n×n matrix of )(Bvij  with 0,s at 

diagonal i.e. 
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The transfer function model depends on the parameters r, s, b, p, and q and the identification 

of values of these parameters is important. We use the cross-correlation function (CCF) 

between the input and output and a sample autocorrelation, and the sample partial 

autocorrelation identify these parameters.  
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4.3.1. Pre-whitening: 

Before computation of CCF, a pre-whitening step should precede, especially if input 

and output series are stationary. Then, CCF between pre-whitened series can be used for 

identification. In this section, we will discuss the pre-whitening process of input and output 

series. 

Pre-whitening refers to the process of applying a given set of auto-regression and 

moving average factors to a stationary series. The stationary input series is pre-whitened by 

its own ARMA factors. The output series is also pre-whitened by the input ARMA factors. 

Pre-whitening removes the interrelationship in the individual series and allows us to  assess 

the interrelationship between input and output series accurately. The cross-correlation 

between the pre-whitened input and output series reveal the extent of this inter-relationship. 

Let us assume that the time series xt follows an ARMA process as: 

φx(B) xt = θx(B) αt ,  

Where, αt is white noise. The input series xt
is filtered as:  

α t={φx(B)/θ x(B)}xt 

Then, the output series yt is transformed through the same filterization process as:         

                         βt={φx(B)/θ x(B)}yt 

 it can be deduced that 

βt = ν (B) αt + et                            (4.7) 

Where,  βt={φx(B)/θ x(B)}yt  and    et = {φx(B)/θx(B)}Nt. 

The multiplying equation (4.7) byα kt−  and taking the expectations, we get  
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                 Or  
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By applying the usual assumption that CCF, )(Kραβ
 between pre-whitened series is 

proportional toν k
, ∀ k∈z+ i.e. 

                      
σ
σρν

α

β

αβ
)( Kk =                    (4.8)                          

Where,σ β  is the standard deviation of filtered output β t and σ α
 is standard deviation of 

the pre-whitened input αt and )(Kραβ
 is kth cross-correlations between αt and βt. Since the 

σ β
, σ α

, and )(Kραβ
 are not known, therefore, the estimated standard deviations and 

cross-correlations are used in practice. 

 A serious problem with either model (4.5) or (4.7) is that both contain an arbitrarily large 

number of parameters. Consider the following rational transfer function (as Box et al. 1994 

suggest): 

υ (B) = ω s(B) Bb/δ r(B)                             (4.9) 

Where, δ r (B) = 1 - δ B-δ B2 …….-δ r Br 

ω s(B) = ω 0 +ω1B + ……… +ωs Bs  and b is a delay parameter representing the time lag 

that elapses before changes in the input, produces an effect on the output. Box et al. (1994) 

suggest that the pattern of ^
ν k

 can be used to identify b, and order r and s. By computing 

^
e t= β t-υ (B)α t, where υ(B) is finite order approximation of υ(B) withυk replaced by

kν
^ , 
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we can also identify the model for et from 
^
e t using a standard univariate model building 

procedure. If et follows an ARMA (p, q) model, say: 

               { } tpqt ae )(/)( βφβθ=    (4.10) 

Where, βϕ−=βϕ 11)(p -…….. βθ−−θβϕ− 11, q
p

p  and the a t is white noise, the transfer 

function model (4.3) becomes: 

             
)(

)(
)(
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βδ
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p

tq
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bt
t
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The model in (4.11) can also be written as: 

               δ *p+r(B) β t=ω *p+s(B)α t-b+θ r+q(B)at    (4.12) 

Where,  

            δ *
p+r(B)= δ r(B)φ p(B)=1-δ *

1B-………-δ *
r+pBp+r 

                  ω *
p+s(B)= ω

s(B)φ p(B)=ω
0+ω *

1B+………….+ω *
p+sBp+s 

            θ *
r+q=δ r(B) θ q(B)=1-θ *

1B-………….-θ *
r+qBr+q 

More explicitly, we have: 

            β t=∑ δ *
i β t-i+∑ ω *

lα t-b-l+ε t                                        (4.13) 

Where 

              ε t=at-θ *
1at-1-……..-θ *

r+qat-r-q                                                         (4.14) 

The estimation of (4.11) or (4.13) by using maximum likelihood method requires the 

knowledge of r, s, b, p and q. The identification of delay parameter b means the first 

statistically significantν k
, p and q can be determined through sample autocorrelation 

function (Tsay and Tiao, 1984). However, the identification of r and s from ν k
 is rather 

subjective. For any chosen b, p and q, Muller and Wei (1994) propose an iterative regression 
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method to identify the orders r and s through pre-whitened and filtered variables αt and βt 

using equation (4.13). Durbin (1960) shows that the Ordinary Least Square (OLS) estimators 

of (4.13) are consistent when εt = αt   i.e. white noise in (4.14). However, for the more general 

transfer function model given in (4.13), the OLS estimators are not consistent (Tsay and Tiao 

1984 & Wie 1990). Muller and Wei (1994) present the consistent moment estimators and use 

a regression concept for introducing the iterative least square estimation to prove their 

consistency and develop a method of identifying r and s. 

4.3.2 Model Identification: 

The model identification refers to a methodology for identifying the delay parameter b 

and the polynomial orders γ and s in the rational transfer function υ (B), and also the ARMA 

order P and q for the error term given (4.11). The specification of p and q is simple and can 

be obtained using the methodology based on behavior of sample autocorrelation, sample 

partial autocorrelation from the residuals et = βt – υ (β)αt. The identification of the delay 

parameter b is also straightforward since the cross-correlation function ραβ(k) exhibits a 

pattern which is zero for all lags smaller than b. However, the identification of r and s from 

υ j is rather subjective. The two methods for the identification of parameters r and s are 

discussed below. 

 

4.3.2.1 Box-Jenkins Procedure: 

Box-Jenkins suggests the following procedure for the identification of Transfer 

Function Model. Let βt and αt be pre-whitened output and input series respectively. Then, the 

procedure consists of the following: 
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(1) Deriving rough estimates ν k of impulse response weights ν k as 

 ν k= 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

s
sk

α

β

αβγ )( ,  where γ αβ
 is the cross-covariance at lag +k between βt and αt, and Sα 

and Sβ are standard deviation of αt and βt  respectively. 

(2) Using the estimates ν k to make some guesses of the order r & s and delay parameter b 

using facts: 

(i) b zero values ν 0, ν 1,……,ν b–1 

(ii) A further s – r + 1 values, ν b, ν b+1, ν b+2,…,ν b+s-r, following no fixed pattern. 

(iii) ν k with k>b+s-r+1 following  pattern an rth order differential equation. 

(3) Using the estimates ν k, with values r,s and b to obtain initial estimates of the parameters 

δ andω  as 

         ν k=0         k<b 

         ν k=δ 1ν k-1+δ 2ν k-2+……+δ rν j-r +ω 0                  k=b 

         ν k=δ 1ν k-1+δ 2ν k-2+……+δ rν k-r -ω j-b          k=b+1,b+2,…..,b+s 

        ν k=δ 1ν k-1+δ 2ν k-2+……+δ rν k-r                            k> b+s 

4.3.2.2. Muller and Wie Tentative Regression Method: 
Muller and Wie (1994) developed an Iterative Regression method to identify the transfer 

function which gives consistent estimates of parameters. Their methodology is explained 

below. 

Suppose that n observations of βt and αt are available. The model (4.13) can be 

written as: 

∑
=

=
m

i
t

1
δβ *

i β t-i+∑
=

m

l 0
ω *

1α t-b-l+at-∑
+

=

qr

i 1

θ *
 iat-I                       (4.15) 
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We perform the iterative regression as follows: 

(1) Suppose that we fit the following multiple linear regression model: 

β t=∑
=

m

i 0
δ (0)

i(m) β t-i+∑
=

m

l 0

ω (0)
l(m)α t-b-l+ε (0)

m,t         t=m+b+1,….,n     (4.16) 

Where subscript (m) indicates the order of the regression, the superscript (0) denotes initial 

stage of ordinary regression, and ε (0)
m,t is the corresponding error term. The estimated 

residual ε (0)
m,t of (4.16) is 

ε (0)
m,t= β t-∑

=

m

i 0
δ (0)

i(m) β t-i+∑
=

m

l 0

ω (0)
l(m)α t-b-l                (4.17) 

Where the δ (0)
i(m) andω (0)

l(m) are  OLS estimates from initial stage fitted regression. 

(2) For the assumed (r,s,b) x (p, q) model, the OLS estimates δ (0)
i(m) andω (0)

l(m) are 

known to be inconsistent, and residual ε (0)
m,t computed in (4.17) are auto-correlated. 

Consider the following first iterated regression of order m: 

β t=∑
=

m

i 0
δ (1)

i(m) β t-i+∑
=

m

l 0

ω (1)
l(m)α t-b-l+θ (1)

l(m)ε (0)
m,t +ε (1)

m,t       (4.18) 

Where t = m + b + 2,… n, the superscript (1) denotes the first iterated regression, and ε (1)
m,t 

denotes corresponding error term. 

(3) More generally, for j = 0, 1,…… and m = 1,2,…….. the jth iterated regression of 

order m can be defined as. 

β t=∑
=

m

i 0
δ (j)

i(m) β t-i+∑
=

m

l 0

ω (j)
l(m)α t-b-l+∑

=

m

i 0

θ (j)
l(m)ε (j-i)

m,t-1 +ε (j)
m,t  (4.19) 

Where        

         ε (v)
m,t= β t-∑

=

m

i 0
δ (v)

i(m) β t-i+∑
=

m

l 0
ω (v)

l(m)α t-b-l-∑
=

v

i 1

θ (v)
l(m)ε (v-i)

m,t-1 
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is estimated residual of the vth iterated regression of order m, and δ (v)
i(m) ,ω (v)

l(m) and θ(v)
i(m) 

are corresponding OLS estimates of the equation (4.13) implies that to obtain consistent 

estimates δ*
i, ω *

l and θ*
i we should start the iteration with j = 0,1,….. 

Let δ(j)
i(m) and ω l(m) be the OLS estimates from model (4.19), it can be proved that for larger 

j (j > max (m, r+q) > max (p, q) and m = max (p + r, p + s) these are indeed consistent 

estimates for parameterδ*
i, ω *

l. 

The tentative model identification proposed by Muller and Wie (1994) deals with the 

specification for r and s after values b, p and q are determined. For each jth iterated regression 

for j> max (p, q) as described in (4.19) the OLS estimates δ(j)
i(m) and ω (j)

l(m) for m = 1, 2……; 

i = 1,…,m  l=0,1,…,m can be computed and arranged in two-way table as: 

                           

                             Table 4.1: coefficients δ(j)
i(m)  of equation 4.19     

m                     i 1 2 3……. 

                  1 δ(j)
1(1)   

2 δ(j)
1(2) δ(j)

2(2)  

       3…… δ(j)
1(3) δ(j)

2(3) δ(j)
3(3) 

 

                                Table 4.2: coefficients ω (j)
l(m)of equation 4.19     

m                     l 0 1 2……. 

               1 ω (j)
0(1) ω (j)

1(1)  

               2 ω (j)
0(2) ω (j)

1(2) ω (j)
2(2) 

3…… ω (j)
0(3) ω (j)

1(3) ω (j)
2(3) 
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. 

Using theorem, which states that “If βt and αt are two time series related through the (r, s, b) x 

(p, q) the transfer function model given by 
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αβω
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r
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t
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Or equivalently by 

          β t=∑
+

=

rp

i 1

δ * β t-i+∑
+

=

sp

l 0

ω lα t-b-l+ε t
 

and the roots δ *
p+r(B) are outside  the unit circle. Then, if 

m = max (p + r, P +s) and j> max (m, r+q), we have 

            δ(j)
i(m)= δ*

i+0p(1)       i=1,2,……,m 

           ω (j)
l(m)= ω *

l+0p(1)    l=1,2,……,m 

Where it is understood that δ*i=0 for i>p+ r and ω *
l=0 for l> p + s”, then for any given p, the 

order of r and s can be found as:4. 

(a) For any given jth iteration with j> max (p, q), we examine whether any rows in the δ(j)
i(m)  

table(4.1) and/or ω (j)
l(m)table(4.2) have values near zero. If the answer is yes, we know j > m 

> max (p + r, p +s) and, therefore, we stop the iteration and identify the row with near zero 

elements. Let us assume that the row with near zero elements is the kth row in one of the 

tables. 

If this kth row with near zero elements appears first in the δ(j)
i(m) table, then m=k = p + 

s and we take s = max (0, m-p) the value of p + r can easily be seen to be equal to the column 

position of the last non-zero element in this row. Let l be this column position; the r = max (0, 

                                                 
4 See Muller and Wie (1994) for more detail. 



 65

l–p). If all elements in this row are zero, then r = 0. Similarly, if the row with near zero-

elements appear first in kth row of ω (j)
l(m) table, the m=k=p+r and r = max (0, m–p). The 

value of p+s is given by the column position of last nonzero element in this row. Let l be 

column position of this last non-zero element; then s = max (0, l – p). If all elements in this 

row are zero then s = 0. 

If the first row with near zero elements is the kth row of both the tables then m = k = p 

+ r = p + s and r = s = max (o, m – p). 

(b) If none of the rows in the tables δ(j)
i(m) and ω (j)

l(m) has elements near zero it implies that j 

< max (p + r, P + S), thus we need to increase the order j of the iterated procedure and repeat 

the process. 

(c) After the determination of r and s, we need to make a final check to find out whether the 

convergence conditions of theorem stated earlier are satisfied. If so, we stop the process. 

Otherwise, once again, we increase the order j of iterated regression and repeat the above two 

steps i.e (a) & (b) discussed above.  

We can use the above iterated identification procedure for the multi-inputs-output 

transfer function. Suppose we have n-outputs series yi(t) and n-inputs series xi(t), i = 

1,2,……n.  

In this case, each input series xi(t) is pre-whitened by its own ARMA model and the 

output series is pre-whitened once for each input series. Then, we use the abovementioned 

iterative procedure, discussed above, for identification. 

4.3.3 Estimation of Transfer Function: 

In the transfer function model, as we have to estimate the coefficients involved in both 

the numerator and the denominator, a non-linear estimation technique is, therefore, required. 
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The problem faced in non-linear estimation is to find the values of parameters that optimize 

(i.e. maximize or minimize) an objective function F (θ ). Different Nonlinear Optimization 

Algorithms are used for this purpose. The iterative optimization algorithms work by taking an 

initial set of values for the parameters, and then performing calculations based on these values 

to obtain a better set of parameter values. This process is repeated until the objective function 

F no longer improves between iterations. 

Their main features of the optimization process are: 

(1) Obtaining the initial parameter values 

(2) Updating the candidate parameter vector at each iteration, and 

(3) Determining the optimum point.  

The algorithms may be broadly classified into two types: the first derivative methods 

(e.g. Gauss-Newton) and the second derivative methods (e.g. Newton-Raphson). The first 

derivative methods form candidate values using only the current parameter values and the 

first derivatives of the objective function. The second derivative methods evaluate both the 

first and the second derivatives of the objective function during the iteration process.  

We use Gauss-Newton method for non-linear estimation, as the second derivative 

methods may be computationally costly since we need to evaluate the k(k+1)/2 elements of 

the second derivative matrix at every iteration.  

4.4. Variables and Data 

The variables used in this study are: industrial production index(yt) as proxy of gross 

domestic product, inflation rate (π t) calculated as  π t=(cpit-cpit-1)/cpit-1, reserve money (m0t), 

banks advances, money market rate (it) as a short-term interest rate, real exchange rate (et) the  

US dollars/rupee. The US industrial production (y*) as proxy of foreign GDP and federal 
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fund rate (i*) as proxy of foreign interest rate are included to represent the external shocks. 

Here it is noteworthy (also discussed earlier) that the industrial production in Pakistan has on 

the average comprised only 25 percent of the GDP. Given this fact, we would like to caution 

the reader that the industrial production may not be an entirely satisfactory proxy for the real 

income. However, we use the proxy because it constitutes the best amongst the ones for 

which the data is available on the monthly frequency5. We plot the annual data of GDP and 

industrial production and find a close association between the two. The graph representing the 

two series is given in the appendix. 

 We included an exogenous monetary policy measure (Financial Condition Index) as a 

policy instrument in our transfer function model. The development of this monetary policy 

measure has been discussed in later chapters. The inclusion of this policy measure in the 

model makes it possible to compare the performance of this measure in predicting the stance 

of the monetary policy with the performance of traditional measures, such as interest rate or 

monetary aggregates6. 

The monthly data from 1982:01 to 2007:07 has been used. The motivation for using 

the high frequency data is that the data includes monetary variables besides the exchange rate. 

These variables have dynamic properties that can be best captured with high frequency data. 

All the data has been taken from the international financial statistics (IFS) CD-ROM. 

 
 
 
 
 

                                                 
5 Many others[Butliglione and Ferri (1994), Oliner and Rudebusch (1995, Dedole and Lippi (2000))  have 
alsoused also this proxy. For Pakistan, see Ahmed et al.(2005) and Khawaja (2007). 
6 Heuvel (2001) used this measure as policy stance in his analysis. 
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5               Test for Stationarity in Monthly Data 

 

5.1 Introduction: 

Most of the economic time series involve seasonal components and there exist  

various models of seasonality that may differ across the series (Hylleberg et al. 1990). The 

different seasonality models differ in statistical properties and, therefore, the imposition of 

one kind, when the other is present, can result in serious biases or the loss of information 

(Beauliue and Miron 1993). It is, therefore, essential to test for the kind of seasonality present 

in the data. The literature mentions three kinds of seasonalities i.e. deterministic seasonality, 

stationary stochastic seasonality, and non-stationary stochastic seasonality. The last one is 

due to the presence of seasonal unit roots, and it is this kind of seasonality that raises the most 

troubling statistical issues (Beauliue and Miron 1993). Fuller (1976) and Dicky and Fuller 

(1979) were among firsts to develop the procedure for unit root test. But Dicky Fuller test is 

not appropriate when unit roots exist at seasonal frequencies. Hasza and Fuller (1982) 

developed a procedure for seasonal unit root test. The problem with the test procedure 

developed by Hasza and Fuller is that the interpretation of results becomes difficult for two 

reasons: firstly, it imposes two unit roots at zero frequency under null, and secondly, it is 

unclear as how the performance of the test changes when only some of the seasonal 

frequencies possess a unit root (Hylleberg et al. 1990).  

Furthermore, the rejection does not prove that no unit root exists at any frequency and 

the failure to reject does not help to identify the frequencies that may be integrated. Dicky, 

Hasza, and Fuller (1984) test for seasonal unit root, bypasses the assumption for two unit 
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roots at frequency zero, but this test also suffers from the problems of interpreting rejection, 

low power, and residual autocorrelation. Hylleberg, Engle, Granger, and Yoo (1990) explain 

how to test for the seasonal unit roots in the processes that may also exhibit either the 

deterministic or the stationary stochastic seasonality. It also shows how to test for a unit root 

at zero frequency when unit roots may be present at some or all of the seasonal frequencies 

for quarterly data. Beaulieu and Miron (1993) and Franses (1990) extended their procedure 

for monthly data. The methodology that we have outlined in the chapter 6 is based on all the 

data series being stationary. Thus any unit root that may be present need to be filtered out 

prior to applying the transfer function model.As our data is monthly, therefore, we need to 

test for unit root as well as the seasonal unit root. The conventional Dicky and Fuller (1979) 

and Phillips and Perron (1988) tests do not test for seasonal unit root. Therefore, we have 

adopted the HEGY (Hylleberg, et al., 1990) framework suitably extended to the monthly 

context by Beaulieu and Miron (1993). 

 

5.2. Seasonal Unit Root: The Test Procedure7 

Beaulieu and Miron (1993) extended the HEGY (1990) procedure to monthly context, the 

procedure is as under: 

Let x1 be the series, generated by a general auto regression of the form: 

              φ (B) x1 = E1         (5.1) 

Where, φ (B) is a polynomial in the backshift operator and E1 is a white noise process. 

Let γk be the roots of the characteristic polynomial associated with φ (B). Under the 

                                                 
7 In this section we make use of Beaulieu and Miron (1993) 
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assumption that deterministic terms, such as seasonal dummies or time trends, is absent from 

the process for moment. Generally, some or all of the roots γk may be complex. 

The frequency associated with a particular root is the value of α in eαi, the polar 

representation of the root. A root is seasonal if s
j∏= 2α , j = 1, ….., S - 1, where S is the 

number of observations per year. For monthly data, the seasonal unit roots corresponding to 

6,3,9,8,4,2,10,7,5,1 and 11 cycles per year  respectively are: 

            -1;± ι
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The frequencies of these roots are∏ ,± ∏ /2, ± 2∏ /3,±  ∏ /3,± 5∏ /6 and ± ∏ /6 

respectively. We have to check whether )(Bφ has roots equal to one in absolute value at the 

zero or seasonal frequency. The goal, in particular, is to test the hypotheses about a specific 

unit root without taking a stand on the probable presence of other seasonal or zero frequency 

unit roots. 

By linearizing the polynomial )(Bφ around the zero frequency unit roots plus the (S – 

1) unit root given in (5.2) we may write )(Bφ as: 

                  )(Bφ = )()(
)(1

)(
*

1
BB

B
B

k

k
s

k
k φδ

δλ Δ+
−

Δ∑
=

                (5.3) 

Where: 

                 ,11)( BB
k

k θδ −=
)

)(

(θδ
θλ

φ

k
kj

j

k
k ∏

≠

= , )()(
1

BB
s

k
k∏

=

=Δ δ  

 



 71

)(
*

Bφ , is a remainder with roots outside the unit circle, and the θ k
 are the zero frequency 

unit root plus the (S – 1) seasonal unit roots. Substitution of (5.3) into (5.1) yields: 
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To test the hypotheses about the existence of various unit roots, we have to estimate 

(5.4) by Ordinary Least Squares and then compares the OLS test statistics to critical vales 

developed by Beaulieu and Miron. For frequencies 0 and∏ , we simply examine the relevant 

t-statistic for ∏ k = 0 against the alternative that ∏ k < 0. For the frequencies with k even, we 

test ∏ k = 0, against the alternative ∏ k≠ 0. The even coefficient is zero if the series contains 

a unit root at that frequency. It is non-zero otherwise for the seasonal frequencies other than 

∏  /2. For π /2, the coefficient is non-zero if no root exists at that frequency. In case we fail to 
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reject ∏ k = 0, then we tests ∏ k-1= 0 versus the alternative that ∏ k -1 <0. The test is one-

sided because the sensible alternative is that the series contains a root outside the unit circle. 

Under the stationarity, the true coefficient is less than zero. Another strategy is to test ∏ k-1 = 

∏ k = 0 with an F-statistic. For non-existence of unit root at any seasonal frequency, ∏ k must 

not equal zero for k = 2 and for at least one member of each of the sets (3,4), (5,6) , (7,8) 

(9,10), (11,12).we use the F-statistic to test for the unit root at seasonal frequency. 

If the alternative includes a constant, seasonal dummies, or a time trend can be added 

to take of that. In this case equation (5.4) becomes: 
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               (5.5) 

Where,t , sk , are respectively time trend and seasonal dummies, while m1 ,m0 , 

andmk denote respectively the constant, coefficient of time trend and coefficient of seasonal 

dummies.  The equation (6.5) can be estimated by OLS, however, the asymptotic and finite 

sample distributions are different in this case. 

 

5.3. Results of Seasonal Unit Root Test 

In this section, we present the results of the test procedure for the seasonal unit roots... 

We, first, plot the actual data to guess the trend and seasonality and unit root etc. in the data 

series so that the test can be applied appropriately by incorporating the trend and seasonal 

dummies where required. This is important because by allowing the trend and seasonal 

dummies, only where required, helps avoid the loss of power that results from their inclusion 

when unnecessary. The graph of the actual data series are given in Appendix. The graphs 
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show that all the series contains some sort of seasonality. Furthermore, the reserve money and 

advances follow a positive trend, while the real exchange rate shows a declining trend over 

time. The graph of inflation rate displays a stationary series as the series converges to its 

mean. We use the lags of dependent variables to ensure (using LM serial correlation test) that 

the error term exhibits the white noise. 

The results of the seasonal unit roots test are presented in the table 5.1. The monthly 

time series we consider include: the industrial production index (Y), the inflation rate (π ) 

rate, the reserve money (M), the real interest rate (R), banks advances (L) proxy for credit, 

and the real exchange rate (E), the US industrial production (Y*) and the federal fund rate 

(I*) are included to represent the external shocks. The variables Y, M and L, and Y* are in 

log form. We reject the seasonal unit root at all seasonal frequencies for all the series. (Π1 and 

Fi,j are non-zero where (i,j)=(3,4), (5,6), (7,8), (9,10), (11,12) for all the series). However, we 

fail to reject the unit root at zero frequency (Π0 is non-zero) for all the series except inflation 

rate. Here Fi,j is joint  F-statistic for the pair (i,j). 

 

Table 5.1 

The results of tests for the seasonal unit roots (at the monthly data level) 
variables 0∏  1∏  F3,4 F5,6 F 7.8 F9,10 F11,12 
Yc,d -0.3* -4.6 17.1 10.0 10.6 28.3 14.5 
π c,d

 -3.2 -5.6 23.3 18.4 21.8 22.1 11.3 
Mc,t,,d -1.7* -6.0 37.8 23.2 7.8 29.0 25.4 
Ec,d -2.7* -6.4 28.3 27.6 29.3 18.4 38.0 
Lc,t,,d -2.1* -3.7 18.6 11.0 17.1 34.9 10.2 
R c,d -1.6* -3.6 21.2 12.5 15.2 35.1 10.8 
I* c -1.7* -5.7 31.4 25.4 18.3 24.3 25.1 
Y*c,t,,d -2.2* 6.4 21.5 19.6 25.6 22.3 24.8 

     Note:*denotes insignificance at 5% level. Superscripts c,t, d denotes constant,  trend ,and seasonal dummies  respectively. 
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First of all we, then, take the difference of Y, M, L, R, E, Y* and I* as all these series 

carry unit roots at zero frequency. Small letters denote the first difference of the respective 

variables. We, then, apply the test procedure to the difference of the series and the results are 

presented in table 5.2. We reject the seasonal unit roots at all seasonal frequencies as well at 

zero frequency, which implies that first difference of these series, are stationary. 

As some of our series are non-stationary and methodologies (i.e. vector auto 

regression and the transfer function model) that we are using for estimation, require stationary 

series. We, therefore, use the differences of all the series, which are non-stationary, in further 

analysis. The critical values by Beaulieu and Miron (1993) are given in the table 5.3.    

 
Table 5.2 

The results of Tests for Seasonal Unit Roots (Monthly Data at First Difference) 
variables Π0 Π1 F3,4 F5,6 F7.8 F9,10 F11,12 
yc,d -6.6 -3.9 13.8 14.9 16.2 17.6 12.6 
mc,d -6.7 -4.6 18.8 16. 3 14.7 17.5 10.6 
ed -4.9 -4.8 19.2 18.9 19.6 17.5 12.9 
lc,d -3.7 -4.2 21.6 17.6 16.9 18.4 15.8 
rc,d -7.3 -3.7 18.4 10.2 16.4 28.5 10.0 
i*c

 -4.9 -5.4 46.1 42.1 39.6 29.6 18.2 
y*d -3.9 -4.5 19.5 19.8 18.6 19.7 15.9 

                          Note: All figures in the table are significant at  5% level. 
 

Table 5.3 

Critical Values from the Distributions of Test Statistics for Seasonal 
Unit Roots (Monthly Data) 

Auxiliary 
regression 

     ∏ 1

 at 5%      ∏ 2

 at 5%         ∏∏ evenodd
F ,: at 5% 

  Nc, Ns, Nt           -1.91            -1.91                   3.08 
  c, Ns, Nt           -2.85            -1.91                   3.06 
  c, s, Nt           -2.81           -2.81                   6.42 
  c, Ns, t           -3.37           -1.93                  3.05 
  c, s, t          -3.32          -2.84                  6.43 

Note: c, s, and t denote constant, seasonal dummies, and trend respectively.  
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Though differencing the series on the basis of seasonal unit/unit root test helps to 

avoid the spurious relationship between variables, but this may result into the loss of 

information and make interpretation of any subsequent results in terms of economic and any 

theoretical model difficult.  This is a disadvantage of doing unit root tests series by series and 

then doing multivariate analysis with the resulting stationary series. Nonetheless, this is a 

common practice in time series analysis.   
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6       Measures of Monetary Policy Stance 

 

6.1 Introduction:- 
 

The stance of a monetary policy is defined as the quantitative measure to determine 

whether the policy is too tight, neutral or too loose in relation to objectives (stable prices and 

output growth) of the monetary policy8. An accurate measurement of the policy stance is 

important for the evaluation of alternative theories of transmission, or to obtain quantitative 

estimates of the monetary policy changes on output and inflation (Bernanke and Mihov, 

1998).  Measuring the stance of monetary policy is, however, not an easy task. In this chapter, 

we provide a brief description of the different measures of monetary policy discussed in the 

literature.  

 A variety of empirical approaches have been used to measure the policy stance, by 

different researchers. The traditional approach is to use a single variable, such as monetary 

aggregates or discount rate, as policy measure. Milton Friedman and Anna Schwartz (1963) 

advocate that the innovations in the monetary aggregates are a good approximate measure of 

monetary policy shocks. But some puzzling characteristics in the economic performance 

following money stock innovations have been identified, for example the ‘liquidity puzzle’9. 

The empirical evidence suggests that an increase in the interest rate follows innovations in 

monetary aggregates (Leeper and Gordon, 1992). It is also recognized that the money growth 

rate may not distinguish between changes in money demand and changes in policy (i.e. 

                                                 
8 See Fung and Yuan (2001) also Bernanke and Mihov (1998) 
9 With monetary contraction, interest rate decreases rather increases. see Sim and Zha(1998) 
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money supply). Besides, financial innovations and deregulations have rendered the use of 

money growth rates as a measure of the direction of policy. The recognition that traditional 

approach of identifying monetary policy shocks with changes in monetary aggregate is 

misleading encouraged Bernanke (1992) and Sims (1992) to use innovation in the interest 

rate as a measure of monetary policy change. However, this created additional challenges 

known as ‘price puzzle’10. Furthermore, when looking at interest rates, such as the federal 

funds rate to measure the stance of a monetary policy, the policy is generally represented as a 

reaction function; e.g. the Taylor rule implies that the interest rate responds to the deviation of 

inflation from its target and the output gap (the deviation of output from the long-run full-

employment level).   

Another common puzzle is that the positive innovation in the interest rates is followed 

by the depreciation of local currency rather than appreciation, exchange rate puzzle [Sim, 

(1992) and Grilli and Roubini, (1998)]. The use of the changes in these variables as policy 

measure, therefore, becomes difficult to solve such problems. Some approaches have been 

advanced through literature, which are briefly discussed below. 

6.2 Simple Measures  

The use of broad money aggregates to measure the stance of a monetary policy being 

confronted with the problems discussed above, analysts and policymakers have turned to 

some other variables which may reflect the stance of a monetary policy more accurately.  In 

this sub-section, single variables that represent the policy stance are discussed.  The next sub-

section discusses the composite measures. 

                                                 
10 With positive innovations in interest rate, prices increase rather than decrease. See Sim (1990). 
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Some studies (e.g. Bernanke and Blinder, 1992 and Sims, 1992) take the stand that the 

federal funds rate could be a better indicator of a policy stance.  However, others (e.g. 

Christiano and Eichanbaum, 1992), suggest that the quantity of non-borrowed reserves serves 

as an indicator of the monetary policy stance. But the problem with these measures of policy 

is that they presume a constant set of operating procedure by the authorities (Fund-rate or 

non-borrowed reserves based procedures). 

 Strogin (1992) argues that the authority is constrained to meet total resources demand 

in the short run, but she can effectively tighten the policy by reducing non-borrowed reserves 

and forcing banks to borrow more from the discount window. Econometrically, this approach 

has an edge over the earlier two approaches (viz. Bernanke-Blinder and Christian-

Eichembaum s discussed above) because it can partake in testing alternative operating 

procedures. Though the main focus of all the three studies are on the measurement of 

monetary policy innovation, these studies also suggest some potentially interesting indicators 

of policy’s overall stances. Armour et al. (1996) is of the view that innovation in overnight 

rate could be a good measure of policy innovations in case of Canada’s monetary policy. 

Fung and Kasumovich (1998) suggest that M1 innovations produces inputs responses that are 

consistent with what one would expect from a monetary policy shock. Several authors (e.g. 

Laurent, 1988, Goodfriend, 1991, and Oliner and Rudebusch, 1996) have suggested the term 

spread as an alternative measure for a monetary policy. They base their argument on the 

Central Bank actions to change the short-term interest rate and market participants’ 

expectations about this change. For example, if market participants expect the short-term rate 

to return gradually back to the starting value in future, then the long term rate will change less 

than short term rate on the one hand. If market participants expect that this change is just the 
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first stage of more episodes of change, then the long rate will move by more than the short 

term rate on the other hand.  It is important, therefore, to include term spread i.e. the 

difference between short-term rate and the long-term rate in monetary policy analysis, as it 

not only gives information about the current policy stance but also embeds information about 

the opinions of economic agents regarding the expected future stance of a monetary policy.  

All the studies discussed above assume a priori that a single financial variable is the 

best policy indicator. However, there exists a little agreement on which a single variable 

captures the stance of a policy most accurately.  

 

6.3. Composite Measures 

Given the disagreement over the use of single variable as an indicator of the monetary 

policy stance, some composite measures have been developed and used as a policy indicator. 

Among other (the Bank of New Zealand, IMF, OECD, and even the SBP), the Bank of 

Canada, a pioneer in constructing MCI,  currently use monetary condition index (MCI), 

which is weighted sum of changes in the interest rate and exchange rate from a given base 

period as the measure of a policy stance.  MCI, however, is criticized on the ground that the 

interest rate and exchange rate are not directly related to the central bank’s policy. Some 

critics of the measure also argue that it does not consider other financial variables that may be 

important in the transmission mechanism. 

 Bernanke and Mihov (1998) suggest a VAR methodology that can include all the 

policy variables, previously proposed for the United States as particular specifications of the 

general model.  Fung and Yuan (2001) apply Bernanke and Mihov methodology to Canada.  

They assume that the policy stance, though unobserved, is reflected in the behavior of the 
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financial variables.  They include four financial variables, M1, the term spread, the overnight 

rate, and exchange rate in their VAR framework.   

  The recent development in literature [Goodhart and Hofmann (2001), Mayes and 

Viren (2001), and Gauthier et al. (2004)] is the use of the financial condition index (FCI), 

which is basically an extension of the monetary condition index (MCI). The FCI includes, 

besides the interest rate and exchange rate, other financial variables as well―the variables 

that are important in the transmission mechanism of a monetary policy.      

 
6.4. Narrative or Qualitative Approach: 

Romer and Romer (1989) adopt a ‘narrative approach’ to address the identification 

problems highlighted by the time series models. Based on their reading of Federal Reserve 

documents, the Romers’ created dummy variable for periods when the Fed contracted to 

offset inflationary pressures. They argued that responses of output and unemployment to such 

identified monetary policy contractions demonstrate that the monetary policy has strong and 

persistent real effects on the economy. 

 This measure of the monetary policy shocks attained the acceptance as a standard 

indicator of monetary policy (Norrbin 2000). The appealing aspects of this approach pertain 

to its usage of additional information and it being nonparametric11, but it also suffers from the 

problems of subjectivity and endogeniety [Leeper (1993, 1997), Sims and Zha, (1993)]12. 

Besides, it considers only contractionary movements and does not distinguish between mild 

and severe contractionary episodes (Bernanke and Mihov, 1998). 

                                                 
11 See Bernanke and Mihov (1998) 
12 The problem of subjectivity arises as this approach depends on the interpretation of economists as some one 
has to interpret the central bank’s action to determine whether or not  contractionary shock has occurred. 
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Boschen and Mills (1991) developed a monthly index that not only considers the 

expansionary episodes but also distinguishes among ‘strong’, ‘neutral’, and ‘mild’ 

contractionary/expansionary episodes as well. Though more information is used in this 

measure and it also provides a more continuous measure than Romers’ do but the other two 

problems i.e. subjectivity and endogeniety are more severe in this case. 

Bagliano et al. (1999) further extend this narrative approach to an open economy. 

Here, the identification of interest rate movements as a monetary policy instrument becomes 

more difficult due to simultaneity between the exchange rate and the interest rate (Norrbin 

2000). Other authors have also attempted to extend the Romers’ approach (e.g. Skimmer and 

Zetblmeyer, 1996, and Rudebusch, 1996). Skimmer and Zettelmeyer use a change in three 

months interest rate instead of dummy a variable. However, this approach also suffers from 

endogeneity problem (Norrbin 2000). Rudebusch (1996) uses ‘unexpected change in the 

interest rate’ from 30-day Fed fund contracts. The problem with this estimate is that it 

measures all unexpected movements through interest rate rather than measuring the ones that 

are associated with Fed’s announcements (Norrbin 2000).  

We constructed two composite measures i.e. the Monetary Condition Index (MCI) 

and the Financial Condition Index (FCI). We, then, compared these measures on the basis of 

performance criteria i.e. the consistency of estimated weights with the economic theory, 

visual inspection vis-à-vis the output growth as well as the inflation changes in (the Graphical 

inspection of turning points) and its dynamic correlation with output growth and inflation. 

6.5. Methodology 

In this section, we present the methodologies to construct the two composite measures 

i.e. MCI and FCI. These methodologies are explained in the following sub-sections. 
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6.5.1. Monetary Condition Index (MCI):  

The MCI is a weighted sum of changes in short term real interest rate and real 

exchange rate (the US Dollar/Pak Rupee) relative to the values in the base period. 

Algebraically  

                 MCIt = ωe (et
-e0

) + ωi ( iit 0
− ). 

Where ωe  andω i  are weights assigned to exchange rate and interest rate, t = 0 is base 

period, and ωω +e i = 1. 

The MCI by itself tells only how the linear combination of the exchange rate and 

interest rate has evolved since the base year, therefore, to measure the stance of a monetary 

policy. We have to look at changes in MCI rather than the level of MCI itself. The change in 

MCI is interpreted as ‘the degree of tightening or easing the monetary condition’. The MCI 

captures, in a single composite number, the degree of pressure that monetary policy places on 

the economy and, therefore, upon inflation. 

 The MCI may be constructed in different ways. Freedman (1994) suggests two ways 

of constructing MCI. It could be constructed in terms of the effect of the interest rate and the 

exchange rate changes on either ‘aggregate demand’ or ‘prices’. In the first case, the weights 

used in MCI are obtained from the estimation of aggregate demand equation. The second 

alternate focuses on the effect of changes in the exchange rate and the interest rate on prices. 

In this case, the exchange rate should enjoy a greater weight because it has both direct and 

indirect impacts (through aggregate demand) on prices (Kesriyeli and Kocaker, 1999). 

The monetary condition index has several attractive features; it is easy to work out 

and captures both domestic and foreign influences on the general monetary conditions of a 
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country. It also provides an interestingly appealing operational target for the monetary policy 

(Ericsson et al. 1998). Though the MCI is considered an improvement over other policy 

indicators this is subject to some criticisms as well (Ericsson et al. 1998, Batini, 2002). These 

include: model dependency, ignored dynamics, parameter inconsistency, and non-exogeneity 

of regressors. 

In light of the criticism on MCI, Gauthier et al. (2004) suggested some methods that 

could improve the construction of MCI. One of the methods derives weights from reduced 

form IS-Pillips Curve framework. In this case, weights are obtained in two ways: one, by 

summing up the coefficients, (obtained by regressing either output or inflation on the 

exchange rate and the interest rate) on all the lags of the exchange rate and the interest rate. 

Two, by including individual lags of exchange rate and interest rate in MCI to take into 

account the dynamics of those variables over time. The second method derives weights based 

on the generalized impulse-response function from a VAR, and third method derives weights 

based on factor analysis. The last two methods avoid the non-exogeneity and the model 

dependency problem. We used the first method to derive weights. This method was first 

adopted in the construction of MCI at the Bank of Canada. (i.e. Duguay 1994) and is a 

popular methodology. The Model used for this purpose usually consists of an IS-Philips 

curve. For example, in Duguay (1994), the IS curve relates to the components of the MCI (the 

interest rate and the exchange rate) to output growth controlling for external output, 

commodity prices, and the fiscal policy. The Phillips curve provides the relationship between 

the output gap and inflation, controlling for expectations. 

Goodhart and Hofmann (2000, 2001, and 2002) use a framework proposed by 

Rudebuesch and Sevenson (1999).  In these studies, the IS curve consists of the output gap 
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and is component of MCI, in addition to the lagged output gap. Phillips curve, on the other 

hand, relates the output gap to inflation, controlling for oil prices and lags of inflation. 

 We adopted a framework similar to that of Goodhart and Hofmann. Our model, 

comprised of equations (6.1) and (6.2), represents a backward-looking IS curve and a 

backward-looking Phillips curve. 
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Where, Yt is output (IP for monthly data), πt is inflation rate, e exchange rate and i is interest 

rate.   

6.5.2. Financial Condition Index (FCI)  

The recent development in the literature [Goodhart and Hofmann (2001), Mayes and 

Viren (2001), and Gauthier et al. (2004)] is the use of the financial condition index (FCI), 

which is basically an extension of the monetary condition index (MCI). FCI, besides the 

interest rate and exchange rate, includes other financial variables ― the variables that are 

important in the transmission of changes in the monetary policy to the output and inflation. 

Though many authors [ Alchian and Klein, (1973), Shleifer and Vishny, (1990), Bernanke and 

Gertler, (1999), Cecchetti et al. (2000), and Mishkin, (2001)] emphasize the importance of 

asset prices, it was Goodhart (2001), who proposed first time a Financial Condition index 

where some weight could be assigned to asset prices and housing prices. Though FCI 

outperforms MCI [Goodhart and Hofmann (2002), Lack (2002)] nevertheless, this too suffers 
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from certain criticisms leveled against MCI [Gauthier et at. (2004)]. These criticisms include 

model dependency, ignored dynamics, parameter inconstancy, and non-exogeneity of 

regressors. The other financial variables included in FCI, besides the interest rate (short term) 

and exchange rate, are long-term interest rate or a corporate bond risk premium and term 

spread. The existing FCIs also use different variables to represent equity market conditions. 

These include: the stock prices, the measures of stock valuation, the equity market 

capitalization-to-GDP ratio, the dividend price ratio, and a measure of household equity 

wealth, property prices and the monetary aggregates. [Goodhart and Hofmann (2001), and 

Mayes and Viren (2001)]  

The Financial Condition Index that we constructed includes real income (y) (proxy: 

Industrial production index), inflation rate (π ), reserve money (m), interest rate (
.
ι ), banks 

advances (l) (proxy for credit), and real exchange rate (e).the US real income (y*) (Proxy the 

US industrial production index) and federal fund rate (i*). Due to non-availability of data on 

asset prices in Pakistan, we used credit because a link between two exists-a rise in the asset 

prices that increases the borrowing capacity of individuals and firms by expanding the value 

of their collateral and increases bank credit (lending). The foreign variables are included to 

account for the external shocks13. 

Different approaches have been used to obtain the weights for variables being used to 

construct the FCI. Mostly the reduced-for VAR are used [e.g Gauthier et at. (2004)], yet 

others use semi- structural VAR [e.g. Fung and Yuan (2001), and Bernanke and Mihov 

(1998)]. 

                                                 
13Some used world commodity prices[e.g. Fung and Yuan (2001), and Bernanke and Mihov (1998)] others used  
oil prices[e.g. Goodhart and Hofmann (2002), and Gauthier et al. (2004)] 
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We used the structural VAR model to obtain the impulse response functions and then 

construct weights for our financial variables. The structural VAR - being a standard 

methodology - is only briefly described below. SVARs are a multivariate, linear 

representation of a vector of observable variables on its own lags. These models are 

economically interpretable simplifications of VAR models where the identification 

restrictions are used according to some economic theories.  A structural VAR model with 

eight endogenous variables is described by a structural form equation as: 

                   ε ttzLG =)(                                                                                       (6.3) 

Where G(L) is a matrix polynomial in the lag operator L; zt
 is the eight-dimensional vector 

variables including y, π , m, 
.
ι , l, e, y*,  i*.; εt

 is eight-dimensional structural disturbances 

vector that contains shocks to a particular variable that are orthogonal to other shocks in the 

economy. These shocks are serially and mutually uncorrelated. 

The reduced form representation that can be estimated is the following: 

                 uzLBz tt += )(                                                                                          (6.4) 

 Where Ω=)( /uuE tt t
  and 0/ )( =+uuE stt t

 

We my write G(L) as: 

                 )()( 00 LGGLG +=       

Where, 0G is a non-singular matrix and )(0 LG be a coefficient matrix without 0G . The 

link between the structural and reduced form can be written as: 

                )()( 00 LGGLB −= , ttG εμ =0 and )( 1
0

1
0

−− Λ=Ω GG  
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Here, B(L) is a matrix polynomial of order 12 and L is a lag operator,  u are shocks not 

orthogonal to each other14. Ω  is a positive definite matrix, and shocks are linearly 

independent. We have to estimate Λ  and parameters in the structural form representation 

throughΩ  containing n(n+1)/2 i.e. 36 parameters, while )( 1
0

1
0

−− Λ GG matrix has n(n+1) 

i.e. 72 parameters. So we need to impose n(n-1)/2 i.e. 28 more identification restrictions in 

order to recover structural form parameters.  

We can recover the structural innovations from the residuals ut. The next step is to 

obtain impulse response functions to trace out the effect of structural innovations on the 

observed variables. 

Now, rewriting SVAR in vector moving average form in terms of structural 

innovations as: 

             εφμ
iti ittz −

∞

=∑+=
0

                                                                                    (6.5) 

Whereφ i
 are used to generate the effects of structural innovations on time paths of 

data sequences. 

In an ideal situation, the identifying restrictions come from the fully specified 

macroeconomic model. In practice, this is rare and the common approach is to impose a set of 

identification restrictions that are consistent with the economic theory (Aslanidi, 2007). Uhlig 

(2005) argues that the complete model specification is not an easy task while applying the 

VAR. However, imposing restrictions consistent with the economic theory is typically not 

different from other specification methods [Leeper, Sims, and Zha (1996)]. The structural 

                                                 
14 We use 12 lags on the basis of AIC Criteria. 
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shocks are identified from their reduced form counterparts by imposing restrictions on the 

contemporaneous coefficient matrix. We impose the following identifying restrictions:   
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Hereε *i
, ε *y

, ε y
, ε π

, ε m
, ε i

, ε l
, and ε e

 are structural disturbances representing foreign 

interest rate (i*), foreign GDP  (y*), GDP (y), inflation rate(π ), rate, reserve money(m),  

nominal interest rate (
.
ι ), banks credit (l), and real exchange rate (e) shocks. Whileuk

 are 

residuals from reduced form equation showing unexpected movements of each variable given 

the information in the system. 

Considering the system, equation by equation, we impose the following restrictions 

consistent with a priori theoretical expectations. The external variables [the first and second 

equations in system (6.6)] are unaffected by the contemporaneous movements in any 

domestic variable. However, the transmission of international shocks to the domestic 

economy can be very rapid. The third and the fourth equations (aggregate demand and 

inflation) characterize the equilibrium in goods market. The large number of zero restrictions 

reflects the idea of nominal rigidities (Kim and Roubini, 2000). That is, the real activity 

responds to prices, financial signals and the foreign variables, only with lag. However, the 

domestic GDP is assumed to be influenced contemporaneously by shock to credit, reflecting a 
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quick pass-through of credit to an aggregate demand (Safaei and Cameron, 2003). The 

rationale is that given the cost of borrowing, the credit will be spent as soon as funds are 

obtained and this adds to aggregate demand immediately. We also allow for the possibility of 

the contemporaneous response of prices to output [see Bernanke and Blinder (1992)].  

The fifth equation represents the money demand that depends on real income, the 

opportunity cost of holding money in the domestic currency (nominal interest rate), and the 

opportunity cost of holding money in the foreign currency. The sixth equation is a reaction 

function of the monetary authority. Here inflation and output are excluded due to 

informational lags. That is, the interest rate responds contemporaneously only to credit, the 

monetary aggregates, and the exchange rate. 

 Credit [equation seven in (6.6)] is assumed to respond contemporaneously to the 

domestic output, the money demand, prices, the domestic interest rate and the foreign interest 

rate.  

The exchange rate [last equation in (6.6)] enters endogenously and is assumed to 

respond contemporaneously to all the variables in the system under a floating exchange rate 

regime. 

For the identification, we need at least 28 restrictions, whereas we have already 

imposed 33 zero restrictions. No further restrictions, therefore, on lagged structural 

parameters are needed. 

 
6.6.  Empirical Results 

In this section, we present the empirical results for the two conditioning measures 

discussed in the previous section. As some of the data series are non-stationary, we took an 
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appropriate difference on the basis of the results obtained by the seasonal unit root test in the 

chapter 5 to make the series stationary. The results from estimation of the two composite 

measures viz. MCI and FCI are presented below.  

Monetary Condition Index: 

To compute MCI, we estimate the equations (6.1) and (6.2). The equations are reproduced 

below for convenience of the readers.  We used three dummies: one for 03:1992 to capture 

the structural changes due to reforms, and the other two are event dummies. One for 06:1998 

and the other 11:2001. Only first dummy is statistically significant. The reasons that the event 

dummies (06:1998 and 11:2001) are insignificant could be that adverse impact of aid 

sanctions (06/98) has been nullified by the favorable impact of 9/11. The favorable impact 

being due to Pakistan becoming the US ally in war against terrorism,15  Our Philips curve 

(second equation below) does not play any role in the analysis; it is included to fulfill the 

theoretical desirablility for data16. 
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The estimation yields the following: 
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15 This point was made by one of the external referee. 
16 See Gauthier et al. (2004) 
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The weights for summarized coefficients of MCI are obtained by adding the 

respective coefficients of lags on exchange rate and interest rate in the IS-equation (first 

equation above).. 
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The weights for individual coefficients of MCI are obtained by dividing individual 

coefficients of lags on exchange rate and interest rate in the same equation  on sum= 21 ww + . 

i.e. ω jti −, =
21 ww

tcoefficien
+

   , where i=1, 2, 1 stands for exchange rate and 2 for interest rate and j 

for the lag corresponding to the coefficient.           

We, then, construct monetary condition index (summarized coefficient) as: 

                 MCIt = )(23.0)(77.0 00 iiee tt −+− ,      

The base period chosen for the construction of the index is 1992 - 03. 

Then monetary condition index (individual coefficient) is constructed as: 

                 MCIIt = )(1.0)(2.0)(4.0)(3.0
011020701 iiiieeee tttt

−+−+−+−
−−−

,  

where xi0
is value of variable the in the base period.  

Financial Condition Index (FCI): 

We estimate the eight variables model given by (6.4) and obtain the weights from 

impulse response function by imposing the restrictions given in (6.6).  
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Then we obtain FCI as: 

                   eilm tttt
FCI 23.022.03.025.0 ++−−=            

6.7. Monetary Condition Index versus Financial Condition Index 

Regarding the first criterion by which we judge the performance of our different 

policy measures i.e. consistency of estimated weights with economic theory, the results show 

that our summarized coefficient MCI carries estimated weights for real interest rate (i) and 

real exchange rate(e), 0.23 and 0.77 respectively. This implies a rise in the MCI, either 

through the appreciation of exchange rate or an increase in the interest rate represents a 

contractionary monetary policy. The weight for the interest rate is smaller as compared to the 

exchange rate, which shows that the exchange rate has a dominant role in the economy. 

Similarly, the weights obtained for individual coefficients MCI are in accordance with 

the theory (coefficients of both exchange rate and interest rate are negative for all lags).  

The weights obtained for the Financial Condition Index are also consistent with the 

theory. The weight for the market interest rate and the exchange rate are positive, which 

means that a higher interest or exchange rate implies a tight monetary policy and vice versa. 

The sign of the weight for reserve money and banks advances are negative, which implies 

that the higher growth of reserve money or banks advances will result into a higher output 

growth i.e. lose monetary policy i.e. expansionary monetary policy.  

The second criterion is to see the dynamic correlations between ‘GDP - Growth/ 

change in inflation’ and the change in MCI/FCI. We can see in table 6.2 below that the FCI 

has stronger and negative correlations with output-growth at different lags though MCIs show 

a higher correlation with the output-growth and change in inflation at some of the lags. 
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Table 6.1 

Dynamic Correlations between GDP - Growth/ Inflation and change in MC/FCI 

Leads 
Month 

                                                   Different measures 

Change in MCI (IS 
individual 
coefficients)  

Change in MCI (IS-
summarized 
coefficients)  

Change in FCI 

GDP 
Growt
h 

Changes in 
Inflation 

GDP 
Growth 

Changes in 
Inflation 

GDP 
Growth 

   

0 -0.05 -0.07 -0.11 0.04 -0.10 -0.12 
1 0.15 0.02 0.09 -0.03 -0.19 0.03 
2 -0.09 0.12 -0.09 -0.03 0.09 0.04 
3 -0.06 -0.16 -0.08 0.10 -0.08 -0.13 
4 0.13 0.07 0.05 -0.14 -0.06 -0.08 
5 -0.12 0.02 -0.05 0.09 0.06 -0.05 
6 0.05 -0.06 0.05 -0.02 -0.05 -0.03 
7 0.07 0.02 0.05 -0.07 -0.04 0.07 
8 -0.08 0.06 -0.06 0.04 0.06 0.01 
9 -0.04 -0.09 -0.02 0.09 0.02 -0.10 
10 0.09 0.02 0.05 -0.12 -0.15 0.06 
11 -0.09 0.04 -0.04 0.02 -0.14 0.03 
12 0.07 -0.04 0.04 0.05 -0.04 -0.13 
 

 The third criterion by which we compare the performance of our measures is 

visual inspection vis-à-vis the GDP Growth as well as changes in inflation (Graphical 

inspection of the turning points). Figure 6.1compares different measures with the GDP-

Growth while figure 6.2 compares different measures with the change in inflation.  Figure 

6.1(a), 6.1(b), and 6.1(c) show that all measures perform well viz-a-viz GDP- Growth, as 

upturns of GDP- Growth match with downturns of these measures after 1992 and vice versa, 

which implies that a higher GDP- Growth is associated with expansionary monetary policy 
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while the lower GDP- Growth is associated with a tighter policy. Similar conclusions can be 

drawn from the inspection of figure 6.2.  

                          Figure 6.1(a): Change in GDP-Growth and Change in MCII   
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                        Figure 6.1(b): Change in GDP- Growth and Change in MCIS                     
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                    Figure 6.1(c): Change in GDP- Growth and Change in FCI   
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                       Figure 6.2(a): Change in Inflation and Change in MCII            
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                           Figure 6.2 (b): Change in Inflation and Change in MCIS   
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              Figure 6.2(c): Change in Inflation and  Change in FCI   
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Next, the stance indices that we have constructed (MCI and FCI) from 1984 to 2006(year 

average) and one year GDP- Growth and changes in inflation for each year are compared. To 

compare the stance, the indices have been normalized to a scale. We multiplied these measures 

by normalizing factors that equate maximum and minimum values respectively to -2 and +2. The 

scale is presented below in table 6.2.  

                                
 

Table 6.2: Normalized Scale of policy stances (MCI & FCI) 
Scale Policy 

-2  Very loose  

-1 Mildly loose  

0 Neutral 

+1 Mildly tight 

+2 Very tight 

In order to draw some meaning from the comparison of policy stances with the GDP 

Growth and change in inflation each year is labeled either as demand dominated shock (D) or 

supply dominated shock(S) according to co-movements of the GDP Growth and change in 

inflation. In any given year, if GDP Growth and inflation move in the same direction, the year 

is considered to be demand-dominated shock; otherwise it is considered as supply-dominated 

shock. If the GDP Growth and inflation both increase together then it would be a positive 

demand shock and if both decrease together then it would be a negative demand shock. 

Similarly, if the GDP Growth increases but inflation decreases then it would be a positive 

supply shock and if the case is opposite then it would be a negative supply shock [for more 

details see Fung and Yuan, (2001)) 

The comparison of policy stances with the GDP Growth and inflation is presented in 

the table 6.3 below:  
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Table 6.3 

MCI/FCI as Indicator of Demand Shocks (1984 to 2006) 
 
year 

Yt-Yt-12 
(GDP- 
Growth) 

π t-π t-12 
Change in 
Inflation 

MCI 
(individual 
coefficient)
 

MCI(summarized 
coefficient) 
 

(FCI) D or S 

1984 0.16 -0.008 1 0 0 +s 
1985 0.255 0.014 -1 0 0 +d 
1986 0.04 -0.003 1 0 -1 +s 
1987 0.08 -0.009 1 0 0 +s 
1988 0.09 0.004 0 0 0 +d 
1989 0.04 0.003 0 0 0 +d 
1990 0.05 0.002 0 0 0 +d 
1991 0.05 0.003 -1 0 0 +d 
1992 0.05 -0.002 0 0 0 +s 
1993 0.06 -0.001 0 -2 -1 +s 
1994 0.08 0.004 -2 2 -2 +d 
1995 0.07 0.006 1 -2 2 +d 
1996 -0.06 -0.011 -1 0 0 -d 
1997 -0.04 0.018 0 -2 2 -s 
1998 -0.01 -0.001 1 1 -1 -d 
1999 -0.04 0.004 2 2 0 -s 
2000 0.08 -0.004 -2 0 -2 +s 
2001 0.19 0.002 1 2 -2 +d 
2002 0.01 0.001 1 0 0 +d 
2003 0.06 -0.002 1 1 -1 +s 
2004 0.09 0.011 0 -2 -2 +d 
2005 0.08 0.002 -2 -1 1 +d 
2006 0.01 -0.020 -1 -1 1 +s 
   

In the 23-years data span, the period from 1984 to 2006, we observed that the demand 

shocks have dominated for about 13 years and the supply shocks have dominated for the 

remaining 10 years. MCI (IS-Individual coefficient) can explain 3 of these 13 demand shocks 

(assuming that policy affects the economy with a lag of 1-year): for the years1995, 1996 and 

2001. MCI (IS-summarized coefficient) can explain 2 of these: 1994 and 2005.  While the 

FCI explains 8 of these: 1994, 1995, 1996, 1998, 2001, 2002, 2004 and 2005.  All the three 

measures fail to capture demand shocks before 1991. Thus, our analysis suggests that the FCI 
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plays an important role in indicating the movements of the GDP Growth and inflation when 

the economy is not dominated by the supply shocks17. The possible explanation of positive 

demand shocks in 1994-1995 can be that the economy was recovering from the supply shocks 

occurred in 1991-1992 because of poor agriculture performance and the Gulf war that 

resulted into a recession around the globe.  However, the economy could not keep the track 

and growth rate fell down in 1996 mainly due to political instability in the country. The 

economy witnessed yet another shock in 1998 when it was coping to recover itself from the 

earlier one. In May 1998, Pakistan went ‘Nuclear” and some sanctions including the 

sanctions on the foreign aid were imposed. Meanwhile, the military took over in 1999 and 

additional sanctions were imposed by the Commonwealth. Till 2001, Pakistan’s economy 

suffered a lot through these sanctions. However, after the 9/11, capital inflows increased and 

with it increased the foreign remittances as well as the foreign aid.  This trend helped the 

economy not only in recovering from the earlier shocks but it changed the growth pattern as 

well. Pakistan’s economy experienced a remarkable growth pattern from 2003 to 2007. The 

average real GDP growth during 2003-07 was recorded 7.0 percent. This showed Pakistan as 

one of the fastest growing economies in the region (after China, and India). The good 

performance was mainly owed to the favoring geo-political environment.  

   These results may be taken with cautions, as the industrial production (IP) index - the 

proxy used for the GDP may not entirely reflect the movements in GDP.  Such shocks to IP 

index are possible that are not transmitted to overall economy18. 

                                                 
17It is note worthy here that negative signs with output growth (inflation) does not mean that growth(inflation) 
was negative rather it means growth rate was  slower in current year than  in the previous year. As figures in 
table 6.3 are changes in growth rather than growth itself. 
18 Besides, the GDP growth may differ from the annual growth of IP as we obtained the average annual change 
by taking twelfth difference of monthly series, for example (Dec.2003-dec2004).  We have checked this for the 
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6.8. Conclusions 

  In this chapter, we provided a brief detail of different measures of the monetary policy 

stance discussed in the literature. The stance of a monetary policy regarded as a quantitative 

measure for determining whether the policy is too tight, neutral or too loose in relation to the 

objectives of stable prices and output growth is useful and important for at least two reasons:  

Firstly, it helps the authority (the central bank) to determine the course of monetary policy 

needed to keep the objectives (goals) within the target range.  Secondly, a quantitative 

measure of the stance is important for empirical study of the transmission of monetary policy 

actions through the economy. Having a flawless measure of a monetary policy stance, 

however, is not an easy task as rightly pointed out by Gecchetti (1994) that “there seems to be 

no way to measure monetary actions that does not raise serious objections”. 

We constructed two measures viz. a monetary condition index and a financial 

condition index. Then, we have compared these measures - on the basis of certain 

performance criteria i.e. the consistency of the estimated weights - with the economic theory, 

visual inspection vis-à-vis output growth, the changes in inflation (Graphical inspection of 

turning points) as well as its dynamic correlation with the GDP growth and inflation.. The 

comparison revealed that the FCI performed better than both MCIs. We, then, identified the 

demand shocks and the supply shock by looking at co-movements of the GDP growth and 

inflation rate. The results show that most of the demand shock (whether positive or negative) 

are explained by FCI but MCIs can explain only a few of these shocks. Thus, the FCI can be 

                                                                                                                                                        
annual GDP and IPI series and found that changes in growth of both series are more or less the same. However, 
changes in the two series differ for monthly data. Another point to note is that fiscal year cover from July 
(previous year’s) to June (current year’s). 
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used as an indicator of monetary policy the transfer function model in the next chapter. Main 

policy implication that come out of these results are that the SBP may consider more financial 

variables rather than just looking at interest rate and exchange rate while formulating a 

monetary policy,. 
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7   Impacts of Monetary Policy on GDP Growth, Its 
                               Channels and Lags 
 
  

7.1.  Introduction: 

Two of the objectives of this study indicated earlier as well are: 

(i) To analyze the strength of different channels of monetary policy transmission 

mechanism. 

        (ii) To analyze the lags involved in different channels of monetary 

To achieve above mentioned objectives empirically we have used transfer function 

methodology explained in chapter 4. In this chapter we present the results obtained from 

estimation of transfer function model for GDP growth and for inflation in next chapter. 

One way to identify the transfer function is through pre-whitening (Box and 

Jenkin1976). For this, we have to identify a univariate ARMA (p, q) of each input series 

(which is also output series in our case). On the basis of correlogram, autocorrelation 

functions, and partial correlation functions of the suitably transformed data19, different 

plausible models are estimated. Then the best fitted model (on the basis of quality of 

estimated coefficients, minimum AIC and SBC, and white-noise residual) is selected for each 

input series. Next we pre-whiten each input series by its own ARMA model and each output 

series once for each input series. After having pre-whitened the series we use Muller and Wie 

iterative procedure for transfer function identification, and coefficients are estimated using 

Gauss Newton algorithm for non-linear estimation. The results obtained from following the 

procedure mentioned above are presented in the sections ahead. 
                                                 
19 We take the appropriate difference of the series depending upon the seasonal unit root test. 
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7.2 Univariate Analysis: 

The first step in identification of transfer function is to identify the Autoregressive Moving 

Average (ARMA) model for each of the input series so that the input series and output series 

can be pre-whitened.  For this purpose we used correlogram(Autocorrelation and Partial 

Correlation Functions) of each of the input series. 

Figures 7.1 to 7.9 show the correlogram of different series, while Auto-correlations 

and partial correlations are given in table 7.1. 

Figure 7.1(a): Autocorrelation Functions of GDP-Growth (y) 
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                          Figure 7.1(b): Partial Correlation Functions of GDP-Growth (y) 
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Figure 7.1 shows that spikes, in both Autocorrelation and Partial Correlation Functions, 

disappear after twelfth lag thus indicating an ARMA (12, 12) for the GDP growth series. 

Then we estimate different specification of ARMA model up to AR (12) and/or MA (12) for 

this series. The most plausible specification is presented in table 7.2.   

Figure 7.2(a): Autocorrelation Functions of Inflation (π ) 

 

 
 
 
    
 
 
 
 
 
                        
 
 
 
 
                Figure 7.2(b): Partial Correlation Functions of Inflation (π )  
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In Figure 7.2 all the spikes after twelfth lag, in both Autocorrelation and Partial Correlation 

Functions, die off so expect again an ARMA (12, 12) for the inflation series. Then we 

estimate different specification of ARMA model up to AR (12) and/or MA (12) for inflation. 

The best fitted model is given in table 7.2.    

            Figure 7.3(a): Autocorrelation Functions of Reserve Money (m)             
             

  
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                    Figure 7.3 (b): Partial Correlation Functions of Reserve Money (m) 
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As can be seen from Figure 7.3 both Autocorrelation and Partial Correlation Functions vanish 

after lag 12 which shows that reserve money also follows ARMA (12, 12). So we estimate 

different specification of ARMA model up to AR (12) and/or MA (12) for reserve money. 

The best fitted model is presented table in 7.2.   

              Figure 7.4(a): Autocorrelation Functions of Credit (l) 
 
 
 
 
 
 
                  
     
 
 
 
 
 
 
 
 
         
                 Figure 7.4(b): partial correlation Functions of Credit (l)     
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Figure 7.4 shows that spikes, in both Autocorrelation and Partial Correlation Functions, 

disappear after twelfth lag thus indicating ARMA (12, 12) for the credit series. Then we 

estimate different versions of ARMA model up to AR (12) and/or MA (12) for this series. 

The most plausible specification is presented in table 7.2.   

                             Figure 7.5(a): Autocorrelation Functions of Interest Rate (i)  
 
 
                            
 
 
                                           
                                                       
                    
                   
 
 
 
 
 
 
 
 
   
                           Figure 7.5(b): partial Correlation Functions of Interest Rate (i) 
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In Figure 7.5 all the spikes of Autocorrelation die off after twelfth lag and that of Partial 

Correlation Functions die off after tenth lag so we expect an ARMA (10, 12) for interest rate 

series. Then we estimate different specification of ARMA model up to AR (10) and/or MA 

(12) for this series. The best fitted model is given in table 7.2.   

                                   Figure 7.6(a): Autocorrelation Functions of Exchange Rate (e)  
 
                     
                           
 
           
           
                      
 
 
 
 
 
 
 
 
 
 
 
                  Figure 7.6(b): partial correlation Functions of Exchange Rate (e) 
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As can be seen from Figure 7.6, both Autocorrelation and Partial Correlation Functions die 

off after lag 12 that means exchange rate also exhibits an ARMA (12, 12). Then we estimate 

different specification of ARMA model up to AR (12) and/or MA (12) for inflation. The best 

fitted model is given in table 7.2.   

               Figure 7.7(a): Autocorrelation Functions of foreign GDP-Growth ( y*) 
 
                
 
                    
                               
 
           
 
 
        
 
 
 
 
 
 
           
    Figure 7.7(b): Partial Correlation Functions of Foreign GDP-Growth ( y*) 
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Figure 7.7 shows that spikes, in both Autocorrelation and Partial Correlation Functions, 

disappear after twelfth lag thus indicating ARMA (12, 12) for the foreign GDP growth series. 

Then we estimate different versions of ARMA model up to AR (12) and/or MA (12) for this 

series. The most plausible specification is presented in table 7.2.   

                 Figure 7.8(a): Autocorrelation Functions of Foreign Interest Rate ( i*) 
 

 

 

                   
          
 
 
 
 
      
 
              
 
 
 
 
        Figure 7.8(b): Partial Correlation Functions of Foreign Interest Rate ( i*) 
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In Figure 7.8 all the spikes of Autocorrelation die off after third lag while spikes of Partial 

Auto-correlation Functions die off after second lag so we expect an ARMA (2, 3) for foreign 

interest rate series. Then we estimate different specification of ARMA model up to AR (2) 

and/or MA (3) for this series. The best fitted model is given in table 7.2.   

 
                  Figure 7.9(a) Autocorrelation Functions of Financial Condition Index (FCI) 
 

 

 

   

 

 

 

 

 

 

        
            
                  Figure 7.9(b): Partial Correlation Functions of Financial Condition Index (FCI) 
            
 

 

 

 

 

 

 

 

 

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24



 112

     Table 7.1: Autocorrelations and Partial Correlations of Different Series  
 

 
k 

Industrial 
Production 

Growth 

Inflation Rate Reserve 
money 
growth 

Change in 
advances 

Change in 
interest  rate 

Change in 
real exchange 
rate 

         FCI 

 ACF PCF ACF PCF ACF PCF ACF PCF ACF PCF ACF PCF ACF PCF 
1 0.073 0.073 0.109 0.109 -0.106 -0.106 0.116 0.116 -0.335 -0.335 0.129 0.129 -0.34 -0.34 
2 0.061 0.056 -0.046 -0.059 -0.02 -0.032 -0.097 -0.112 -0.177 -0.326 -0.001 -0.018 -0.18 -0.32 
3 0.038 0.03 0.191 0.205 0.019 0.013 -0.053 -0.028 0.119 -0.087 0.07 0.074 0.12 -0.09 
4 -0.226 -0.236 0.026 -0.026 -0.27 -0.27 -0.22 -0.227 0.036 -0.002 0.152 0.136 0.04 -0.012 
5 -0.316 -0.308 0.017 0.044 -0.043 -0.109 -0.012 0.036 -0.295 -0.318 0.023 -0.012 -0.29 -0.32 
6 -0.259 -0.245 0.029 -0.019 -0.092 -0.139 0.27 0.235 0.263 0.042 -0.023 -0.026 0.26 0.04 
7 -0.283 -0.289 -0.032 -0.032 -0.042 -0.088 -0.03 -0.114 -0.104 -0.16 0.015 0.004 -0.10 -0.16 
8 -0.199 -0.325 0.015 0.015 -0.1 -0.234 -0.148 -0.151 -0.067 -0.107 0.068 0.045 -0.07 -0.11 
9 0.076 -0.174 0.18 0.178 -0.051 -0.194 -0.106 -0.078 0.047 -0.097 -0.009 -0.022 0.05 -0.09 

10 0.037 -0.332 -0.002 -0.035 -0.009 -0.198 -0.078 0.037 -0.011 -0.196 -0.073 -0.064 -0.01 -0.19 
11 0.234 -0.271 0.098 0.137 0.117 -0.039 0.152 0.142 -0.05 -0.085 0.015 0.025 -0.05 -0.09 
12 0.603 0.295 0.314 0.237 0.319 0.217 0.45 0.343 0.189 0.04 0.124 0.109 0.19 0.04 
13 0.132 0.019 0.081 0.047 0.067 0.094 0.092 0.023 -0.05 0.03 -0.074 -0.096 -0.05 0.03 
14 0.151 0.094 -0.055 -0.087 -0.003 -0.014 -0.066 0.004 -0.03 0.052 -0.153 -0.12 -0.03 0.05 
15 0.016 0.047 0.135 0.077 -0.069 -0.056 -0.095 -0.016 0.061 0.06 -0.003 0.013 0.06 0.05 
16 -0.254 -0.049 0.107 0.069 -0.104 0.027 -0.082 -0.079 -0.031 0.046 0.067 0.043 -0.04 0.04 
17 -0.232 0.091 -0.034 -0.035 -0.13 -0.074 0.003 -0.022 -0.114 -0.028 -0.049 -0.028 -0.04 -0.03 
18 -0.255 0.049 -0.063 -0.116 0.006 0.029 0.072 0.063 0.138 0.074 -0.084 -0.034 0.07 0.07 
19 -0.274 0.044 0.013 0.039 -0.078 -0.082 -0.084 -0.108 -0.104 -0.051 0.065 0.075 -0.10 -0.05 
20 -0.166 -0.003 0.02 -0.021 -0.01 0.021 -0.098 -0.079 0.005 0.038 0.022 -0.022 0.01 0.04 
21 0.032 -0.06 0.142 0.098 -0.014 -0.03 -0.06 -0.055 0.054 0.042 0.016 0.043 0.05 0.04 
22 0.016 -0.118 0.01 -0.043 -0.033 -0.047 -0.11 -0.102 -0.033 -0.016 0.002 0.03 -0.03 -0.01 
23 0.095 -0.088 0.011 0.019 0.086 0.074 0.1035 0.093 -0.085 -0.049 0.02 -0.018 -0.09 -0.05 
24 0.0456 0.013 0.091 0.081 0.112 0.105 0.1102 0.11 0.17 0.017 0.165 0.14 0.09 0.02 

Note: Significance at 5% is 296/2± =± 0.11 
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As can be seen from Figure 7.9 all the spikes of Autocorrelation die off after twelfth lag while 

spikes of Partial Auto-correlation Functions die off after tenth lag so we expect an ARMA 

(10, 12) for financial condition index. Then we estimate different specification of ARMA 

model up to AR (10) and/or MA (12) for this series. The best fitted model is given in table 

7.2.   
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Table 7.2: Best Fitted ARMA Models for Different Series 

variable                                       Model LM Test variable 
   y yt=-0.10yt-4 -0.12 yt-10+0.14 yt-11+0.74 yt-12 -0.19mat-5 (5) +0.17ma t-5 (9)+0.17ma t-10-0.33ma t-12 χ1

2 χ12
2

   π  π t
=0.97π 12−t

+ 0.08 ma t-3 + 0.10 ma t-9 - 0.75 ma t-12 0.002 1.34 

   m mt =0.14mt-4+0.82mt-12--0.36ma t-4-0.55ma t-12 0.003 1.21 
    l lt =0.05lt-1-0.03lt-4--0.04lt-6+0.09lt-11+0.84lt-12-0.08ma t-1-0.08ma t-11- 0.7ma t-12 0.002 1.23 

   i it =-0.51 it-1-0.28 it-5-0.09 it-10-0.49ma t-2+0.11ma t-12 0.003 1.64 
   e et =0.58 et-4 -0.56ma t-1+0.14ma t-4-0.17ma t-12 0.001 1.91 
   y* y*t=-0.02y*t-1-0.008y*t-11+0.99y*t-12-0.83ma t-12 0.003 2.12 
    i* i*t =0.42 i*t-1+0.25i*t-2-0.22ma t-2 0.002 1.21 
  FCI fcit =-0.5 fcit-1-0.50 fcit-2-0.32 fcit-3-0.24 fcit-4-0.5fcit-5-0.15 fcit-6+-0.28 fcit-7-0.23 fcit-8-0.19 fcit-

9-0.2 fcit-10  
0.001 1.02 

Note: χ1
2
=0.005 and   =χ12

2
5.4, 

Breusch-Godfrey Serial Correlation LM Test fails to reject the null of no serial correlation in all cases. 



7.3 Pre-whitening: 

 

After estimation of best fitted univariate models shown in table 7.2, we pre-whiten all the 

input and output series by ARMA (p, q) model of each input series. The β lm
andα m

are used 

to denote respectively the pre-whitened output and pre-whiten input series, first subscript 

withβ  denotes output while second denotes input series whose ARMA is used to pre-whiten 

the output series. 

 

7.4 Identification of parameters b, p, q, r, and s: 
 

 The delay period “b” is identified on the basis of sample cross-correlations of pre-whitened 

input and output series. To find the order p and q, we examine the sample auto-correlation 

function of the residual series obtained as: 
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The cross-correlogram between GDP growth (β πy
) and inflation rate (απ

) is shown in 

figure 710 (a). 
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          Figure 7.10(a): Cross-correlogram between β πy
and απ

 

           

 

 

 

 

 

 

 

 

As can be see from figure 7.10(a), the only significant spike appears at lag 4 (since graphs 

are sketched in Excel and it starts  from 1 rather than 0, so spike at kth lag  here means  spike 

at (k-1)th lag,  same is the case for all cross- correlograms ) , which implies that b=4. 

We then obtained eyπ for pre-whitened series β πy
andαπ

 as:  

                   

 eyπ
= )4()16.0/14.0(18.0 −− αβ ππy

 

 In this case k=4, s=0, σ β
=0.14, σα

=0.16, and )4(−ραβ
=0.18 

The autocorrelation function and partial correlation function of eyπ  are shown in figure 

7.10(b & c).                           
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     Figure 7.10(b): Auto-correlation function of eyπ                         

 

 

 

 

 

 

 

 

 

               

                Figure 7.10(c): Partial Auto-correlation function of eyπ  
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The AFC and PAFC of eyπ  show that p= q=0.Therefore j≥max{ }qp, =0 

The cross-correlogram between GDP growth (β ym
) and reserve money growth (α m

) is 

shown in figure7.11 (a). 

 

                    Figure 7.11(a): Cross-correlogram Between β ym
and α m

         

 

 

 

 

 

 

 

 

In figure 7.11(a), the first significant spike appears at lag 11, which implies that b=11. 

To find order p and q, we examine the sample auto-correlation function of the residual term. 

We obtained et for pre-whitened series as: 

 

eym
= )04.0/12.0)(11(15.0 −− αβ mym

     

                                        
 
In this case k=11 and s=0. σ β

=0.12, σα
=0.04, and )11(−ραβ

=-0.15. 

The autocorrelation function and partial correlation function of eym are shown in figure7.11(b 

& c). 
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                Figure 7.11(b): Auto-correlation Function of eym 

   

 
                    
    
 
 
 
 
 
 
 
             
 
 
 
 
 
 
              Figure 7.11(c): Partial Auto-correlation Function of eym 
 
 
      
 
 

 

 

 

 

 

 

 

The AFC and PAFC of eym show that p=q=0. Therefore j≥max{ }qp, =0.  
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The cross-correlogram between Industrial Production growth (β yl
) and growth in advances 

(α l
) is shown in figure 7.12(a). 

                 Figure 7.12(a): Cross-correlogram Between 
β yl  and αl  

 

 

 

 

 

 

 

 

 

In figure 7.12 (a), the first significant spike appears at lag 11, which implies that b=11. 

To find the order p and q, we examine the sample auto-correlation function of the residual 

term. We obtained et
for pre-whitened series as:  

              

  
)16.0/14.0))(12(19.0)11(21.0( −+−−= ααβ llylyle  

In this case k=11 and s=1. σ β
=0.14, σα

=0.16, )11(−ραβ
=-0.21, and )12(−ραβ

=-0.19.  

The autocorrelation function and partial correlation function of eyl are shown in figure 7.12(b 

& c).                           
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                           Figure 7.12(b): Auto-correlation function of eyl 
 
    
 
                              
 
 
      
 
 
 
 
                      
 
 
 
 
 
 
 
 
                     
 

                Figure 7.12(c): Partial Correlation Function of eyl  
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The AFC and PAFC of eys show that p=0 and q=0. Therefore j≥max{ }qp, =0.  

The cross-correlogram between Industrial Production growth (β yi
) and interest rate (α i

) is 

shown in figure 7.13(a).   

                                   Figure 7.13(a): Cross-Correlogram Between β yi
and α i  

      

 

 

 

 

 

 

 

 

In figure 7.13(a):, the first significant spike appears at lag 21, which implies that b=21 

We obtained et
for pre-whitened series as:  

 
 

               
)2.2/9.1))(21(19.0( −−−= αβ iyeyie  

In this case k=21 and s=0. σ β
=1.9, σα

=2.2, and )21(−ραβ
=-0.19 

The autocorrelation function and partial correlation function of eyi are shown in figure 7.12(b 

& c).                            
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            Figure 7.13(b): Auto-correlation Function of eyi 
 
        
 
 
 
 
 
 
 
 
 
                  
 
 
 
 
 
 
 

 
           Figure 7.13(c): Partial correlation Function of eyi 

                              
                          
                           
 
  
  
  
 
 
 
 
 
 
 
 
 
 
 
 
The AFC and PAFC of eyi show that p=0 and q=3. Therefore j≥max{ }qp, =3.  
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The cross-correlogram between Industrial Production growth (β ye
) and changes in exchange 

rate (α e
) is shown in figure 7.14(a).      

 

                   Figure 7.14(a): Cross-correlogram between β ye
and α e

      

 

 

          

  

 

 

 

 

 

In figure 7.14(a), the first significant spike appears at lag 4, which implies that b=4 

We obtained et
for pre-whitened series as:  

             

 
)0004.0/13.0))(5(17.0)4(18.0( −−−−= ααβ eeyeyee  

   In this case k=4, s=1, σ β
=0.13, σα

=0.0004, )4(−ραβ
=0.18, and )5(−ραβ

=-0.17,  

The autocorrelation function and partial correlation function of eye are shown in figure 7.14(b 

& c).              
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              Figure 7.14(b): Auto-correlation function of eye 
                          

                       
           
 
 
 
 
                                                                          
                
 
 
 
 
 
 
 
 
 
 
 
                        Figure 7.14(c): Partial correlation function of eye 
 
              
 
 
 

 

 

 

 

 

 

 

 

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

1 3 5 7 9 11 13 15 17 19 21 23

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

1 3 5 7 9 11 13 15 17 19 21 23



 126

 The AFC and PAFC of eye show that p=3 and q=3. Therefore j≥max{ }qp, =3.  

The cross-correlogram between Industrial Production growth (β *yy
) and in US IP growth 

(α *y
) is shown in figure 7.15(a).     

            Figure 7.15(a): Cross-correlogram between β *yy
and α *y                                  

 

 

 

   

 

 

 

 

 

 In figure 7.14(a), the first significant spike appears at lag 4, which implies that b=4 

We obtained et
for pre-whitened series as:  

 
 

             
)007.0/15.0))(4(13.0( *** −−= αβ yyyyye  

   In this case k=4 and s=0. σ β
=0.15, σα

=0.007, and )4(−ραβ
=0.13 

The autocorrelation function and partial correlation function of eyy* are shown in figure 7.15(b 

& c).         
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              Figure 7.15(b): Auto-correlation function of eyy* 

 
 
 
           
 
 
 
                              
 
 
 
 
 
 
 
 
 
 
 
                       Figure 7.15(c): Partial correlation function of eyy* 
 
              
 

 

 

 

 

 

 

 

 The AFC and PAFC of eyi show that p=3 and q=3. Therefore j≥max{ }qp, =3.  
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The cross-correlogram between Industrial Production growth (β *yi
) and changes in US 

interest rate (α *i
) is shown in figure 7.16(a).      

 

Figure 7.16(a): Cross-correlogram between β *yi
and α *i

      

 

 

 

 

 

                             

 

 

 

 

In figure 7.16(a), the first significant spike appears at lag 12, which implies that b=12 

We obtained et for pre-whitened series as:  
 

             
)26.0/12.0))(12(17.0( *** −−−= αβ iyiyie  

   In this case k=12, s=0. σ β
=0.12, σα

=0.26, and )12(−ραβ
=-0.17. 

The autocorrelation function and partial correlation function of eyi* are shown in figure 7.16(b 

& c).                                       
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                          Figure 7.16(b): Auto-correlation function of eyi* 
 
 
           
                                                  
 
                         
 
                      
 
 
 
 
 
                         
 
 
 
                        
 
 
              
 

           Figure 7.16(c): Partial correlation function of eyi* 
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The AFC and PAFC of eyi* show that p=3 and q=3. Therefore j≥max{ }qp, =3.  
The cross-correlogram between Industrial Production growth (β yfci

) and MCI (α fci
) is 

shown in figure 7.17(a).     

 

          Figure 7.17(a) Cross-correlogram between β yfci
and α fci

 

 

 

 

 

        

 

 

 

 

In figure 7.17(a), the first significant spike appears at lag 3 which implies that b=3 

We obtained et for pre-whitened series i.e. industrial production growth and mci as: 

 
               )47.0/72.0))(4(12.0( 16.0)3( −−−= −− ααβ fci fciyfciyfcie  

In this case k=3, s=1. σ β
=0.72, σα

=0.47, 
0

3(−ραβ =-0.12, and )4(−ραβ
=-0.16 

Then we obtained the autocorrelation function and partial correlation function of eymci are 

shown in figure 7.17(b & c). 
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         Figure 7.17(b): Auto-correlation function of eyfci     
   
 
 
 
 
 
                   
 
 
 
 
 
 
 
 
 
 
 
 
                    
 
 Figure 7.17(c): Partial correlation function of eyfci 
 
         
 
 
 
 

 

 

 

The AFC and PAFC of eyfci show that p=1 and q=0. Therefore j≥max{ }qp, =1.  
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After the identification of b, p, and q for different input series, the order r and s are identified 

using iterative least square procedure and are given in table 7.3  

 
 
Table 7.3: Identification of r and s for GDP Equation. 
 

 The OLS Estimates of δ(j)
i(m) The OLS Estimates of ω (j)

l(m)  
 

Inputs                                    i                                 L 
  m   1  2   0  1  2 

   π  1 0.06(1.01) - 2.7(3.7) -0.5(-0.6) - 
   m 1 0.5(0.8) - 0.6(4.4) 0.2(1.2) - 
   l 1 0.5(0.9) - 0.6(2.6) 0.7(2.6) - 
   i 1 0.12(1.96) - -0.01(-2.4) -0.005(-0.2) - 
   e 1 0.8(1.4) - 3.2(2.3) -3.2(-2.4) - 

   y* 1 0.07(1.3) - 0.7(2.2) -0.12(-0.4) - 
   i* 1 0.08(1.4) - -0.4(-1.7) 0.002(0.09) - 
FCI 2 0.46(8.9) - -0.02(-2.4) -0. 01(-1.96) - 

0.045(7.8) 0.02(0.28) -0.02(-2.4) -0.01(-1.98) 0.01(1.2)
 
 

Table 7.4:    Order b, p, q, r, and s of Different Inputs for GDP Growth as Output. 
Output   inputs        b       p       q       r         s 

 
 
 
 
   
 

      y 

   π        4 0 0 0 0 
   m       11 0 0 0 0 

   l      11 0 0 0 1 

  i      21 0 3 1 0 

  e      4 3 3 0 1 

y*      4 3 3 0 0 

i*      12 3 3 0 0 

fci 3 1 0 1 1 
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Now that the transfer function model stands identified, we use the Gauss Newton algorithm to 

estimate the coefficient ω j
 and δ i

 for the inputs of each equation. Results of estimation are 

presented in table 7.5 below.  

 
Table 7.5:Estimates of coefficients for GDP equation 

Output   inputs ω0
       ω1

     δ 1
 

 
 
 
 
 
 
 

  y 

  π  2.5(3.1)       ---     --- 

   m 0.5(3.4)       ---     --- 

   l 0.7(2.2) 0.5(2.1) -------- 

   i -0.014(-2.2)       ---  0.13(2.1) 

  e 2.9(2.5)      -3.5(-2.6) ------- 

fci -0.02(-2.5)  -0.01(-1.89) 0.41(7.9) 

 y* 0.06(2.1) ------- ------- 

 i* -0.3(-1.8) -------------- -------------- 

        Note: t-statistics are in parenthesis 

 

7.5 Relationship of output with other variables: Results 

The different steps described above yield the following transfer function for GDP growth.        
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The results obtained from above equation are discussed below: 

1. GDP growth responds to changes in inflation with a delay of 4 months. The 

coefficient is positive which shows that an increase in inflation results into higher 
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GDP growth. The effect is approximately twice the change in inflation rate, 

however the effect disappears suddenly.  

2. Changes in reserve money growth affect the GDP growth with a lag of 11 months; 

the relation is positive which means that an increase in money supply will result 

into higher GDP growth. The lags involved in transmitting the effects of changes in 

monetary policy to output are long. It takes about one year for money supply 

changes to effect GDP growth. 

3. Changes in lending growth take 11 months to affect the GDP growth and the 

relationship is positive. However, the effect dies off after one month.  

4. Interest rate changes take relatively longer time ― 21months to affect the GDP 

growth. The impact is negative and very small in magnitude. This shows that 

investment is less sensitive to interest rate in Pakistan. The view is also supported 

by Khan and Khan (2007). 

5. Exchange rate appreciations affect GDP growth after four months. The impact is 

initially positive but it becomes negative in the next month. This is in conformity 

with the view that agents respond sluggishly to changes in exchange rate. The 

change in the exchange rate generates two kinds of effects; the “price effect” and 

the “volume effect”. The price effect implies that currency depreciation will cause 

imports to be more expensive and domestic exports to be cheaper for foreign 

buyers at least in the short run. Given variety of rigidities the volume of goods 

imported and exported may not change drastically in the short run, therefore 

initially the trade balance is likely to deteriorate. However, the volume of trade 

changes eventually in response to the depreciation. In other words, the price effect 



 135

is generally believed to dominate the volume effect in the short run but in the long 

run the volume effect exhibits dominance.  

6. The stance of monetary Policy depicted by financial condition index also affects 

the GDP growth with a delay of 3 month. The effect is negative which shows that 

contractionary monetary policy reduces GDP growth. The effect remains for two 

months but the size of effect is quite small.  The result is in conformity with the 

theory.  

7. Changes in foreign GDP growth effects domestic GDP growth positively. This 

shows that increase in purchasing power abroad increases the demand for domestic 

goods. Our results show that the effect is very small. The reason for small effect 

could be that our exports are less elastic as well as less competitive.   
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8         Impacts of Monetary Policy on Inflation, its Channels and  
   Lags                                                                       
 
 
In this chapter we analyze the impact of monetary policy on inflation- one of the main 

objectives of central bank. On the basis of univariate analysis in previous chapter we use the 

prewhitened series to investigate the strength lags of different channels through monetary 

policy propagates its impacts on inflation. 

 

8.1. Identification of parameters b, p, q, r, and s 

 The cross-correlogram between pre-whitened inflation rate (βπy
) and GDP growth (α y

) is 

shown in figure 8.1(a) 

                       Figure 8.1(a): Cross-correlogram between βπy
and α y

 

    

 

 

 

 

 

 

 

In figure 8.1(a), the first significant spike appears at lag 8, which implies that b=8 

 We obtained et
for pre-whitened series i.e. change in inflation and GDP growth as: 
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)17.0/07.0))(8(17.0( −−= αβππ yyye  

In this case k=8 and s=0. σ β
=0.07, σα

=0.17, and ραβ
=0.17 

The autocorrelation function and partial correlation function of eπ y are shown in figure 8.1(b 

& c).                             

                 Figure 8.1(b): Auto-correlation function of eπ y 

 

 

 

                    

 

                         

 

         

                  Figure 8.1(c): Partial correlation function of eπ y 

 

   

 

 

 

 

 

The AFC and PAFC of e yπ  show that p=7 and q=7. Therefore j≥max{ }qp, =7.  
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The cross-correlogram between pre-whitened inflation rate (βπm
) and reserve money 

growth (α m
) is shown in figure 8.2(a). 

    Figure 8.2(a) Cross-correlogram betweenβπm
and α m

  

 

 

 

 

 

 

 

 

 

 

In figure 8.2(a), the first significant spike appears at lag 17 which implies that b=17 

We obtained et
for pre-whitened series: 

               
)04.0/09.0))(17(17.0( −−= αβππ mmme  

  
In this case k=17 and s=0. σ β

=0.09, σα
=0.04, and ραβ

=0.17 

The autocorrelation function and partial correlation function of eπ m are shown in figure 8.2(b 

& c).                      
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Figure 8.2(b): Auto-correlation function of eπ m 

                   

 

             

 

 

                          

 

  

 

                    Figure 8.2(c): Partial correlation function of eπ m 

 

 

 

 

 

 

 

 

The AFC and PAFC of e mπ  show that p=q=3.Therefore j≥max{ }qp, =3.  

The cross-correlogram between pre-whitened inflation rate (βπl
) and growth in banks 

lending (α l
) is shown in figure 8.3(a). 
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Figure 8.3(a) Cross-correlogram between βπl
and α l  
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      In figure 8.3(a), the first significant spike appears at lag 4, which implies that b=4 

We obtained et
for pre-whitened series:  

 

               
)16.0/11.0))(5(13.0)4(12.0( −+−−= ααβππ lllle  

In this case k=4, s=1, σ β
=0.16, σα

=0.11, )4(−ραβ
=0.12, and )5(−ραβ

=0.13 

The autocorrelation function and partial correlation function of eπ l are shown in figure 8.3(b 

& c). 

Figure 8.3(b): Auto-correlation function of eπ l 
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Figure 8.3(c): Partial correlation function of e lπ  
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         The AFC and PAFC of e sπ  show that p= q=0.Therefore j≥max{ }qp, =0.  

The cross-correlogram between pre-whitened inflation rate (βπi
) and interest rate (α i

) is 

shown in figure 8.4(a).                            

                          Figure 8.4(a): Cross-correlogram between βπi
and α i

 

          

 

 

 

 

 

   

 

In figure 8.4(a), the first significant spike appears at lag 10, which implies that b=10 
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We obtained et
for pre-whitened series as:  

              
)2.2/8.1))(10(16.0( −−−= αβππ iiie  

In this case k=10, s=0. σ β
=1.8, σα

=2.2, and )10(ραβ
=-0.16.  

The autocorrelation function and partial correlation function of eπ i are shown in figure 

8.4(b& c). 

                           Figure 8.4(b) Auto-correlation function of eπ i 

   

 

 

 

 

 

 

               Figure 8.4(c) Partial correlation function of eπ i 
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The AFC and PAFC of eπ e show that p=0 and q=3. Therefore j≥max{ }qp, =3.  

The cross-correlogram between pre-whitened inflation rate (βπe
) and changes in exchange 

rate (α e
) is shown in figure 7.22(a). 

                    Figure 8.5(a): Cross-correlogram between βπe
and α e  

 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
In figure 8.5(a), the first significant spike appears at lag 14, which implies that b=14 
    
We obtained et

for pre-whitened series as:  
 
 
              )0004.0/03.0))(15(12.0)14(15.0( −−−−−= ααβ ππ eeeee  

In this case k=14, s=1, σ β
=0.03, σα

=0.0004, )14(−ραβ
=-0.15 and )15(−ραβ

=-0.12 

The autocorrelation function and partial correlation function of eπ e are shown in figure 8.5(b 

& c). 
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                     Figure 8.5(b) Auto-correlation function of eπ e 

    

 

 

 

 

 

 

 

                                Figure 8.5(c) Partial correlation function of eπ e 

          

 

           

 

 

 

 

The AFC and PAFC of eπ i show that p= q=3 Therefore j≥max{ }qp, =3.  

The cross-correlogram between pre-whitened inflation rate (βπ *y
) and foreign GDP growth 

(α *y
) is shown in figure 8.6(a). 
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                       Figure 8.6(a) Cross-correlogram between βπ *y
and α *y

 

        

 
 
 
 
 
 
 
 
 
 
  
 
 
 
In figure 8.6 (a), the first significant spike appears at lag 10, which implies that b=10     
We obtained et

for pre-whitened series as:  

              
)007.0/13.0))(11(12.0)10(13.0( **** −+−−= ααβππ yyyye  

In this case k=10, s=0. σ β
=0.13, σα

=0.007 )10(−ραβ
=0.13, and )11(−ραβ

=0.12 

The autocorrelation function and partial correlation function of eπ y*are shown in figure 8.6(b 

& c). 

                            Figure 8.6(b) Auto-correlation function of eπ y*         
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                    Figure 8.6(c) Partial correlation function of eπ y*                     

    

   
 
 
 
 
 
 

 

 

 

 

The AFC and PAFC of eπ i show that p= q=3 Therefore j≥max{ }qp, =3.  

The cross-correlogram between pre-whitened inflation rate (βπ *i
) and changes in foreign 

interest rate (α *i
) is shown in figure 8.7(a).      

                    Figure 8.7(a) Cross-correlogram between βπ *i
and α *i
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 In figure 8.7(a), the first significant spike appears at lag 30, which implies that b=30 
    
We obtained et

for pre-whitened series as:  

              
)26.0/4.0)(30(15.0( *** −−−= αβππ iiie  

In this case k=18, s=0. σ β
=0.04, σα

=0.26, and )30(−ραβ
=-0.15 

The autocorrelation function and partial correlation function of eπ i* are shown in figure 8.7(b 

& c).                                        

                                       Figure 8.7(b): Auto-correlation function of eπ i* 

 

             

 

 

             

                      

 

                         Figure 8.7(c): Partial correlation function of eπ i* 
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The AFC and PAFC of eπ i show that p=q=0 Therefore j≥max{ }qp, =0.  

The cross-correlogram between pre-whitened inflation rate (βπfci
) and MCI (α fci) is shown 

in figure 8.8(a). 

 

                                   Figure 8.8(a): Cross-correlogram between βπfci
and α fci 

 

 

 

 

 

 

 

In figure 8.9(a), the first significant spike appears at lag 10, which implies that b=10 

 We obtained et
for pre-whitened series as:  

                            )47.0/07.0))(11(13.0)10(16.0( −−−−−= ααβ ππ fcifcifcifcie  

In this case k=10, s=1, σ β
=0.07, σα

=0.47,  )10(−ραβ
=-0.16, and )11(−ραβ

=-0.13 

The autocorrelation function and partial correlation function of eπ fci are shown in figure 

8.8(b & c). 

 

 

                          

 

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25



 149

                          Figure 8.8(b): Auto-correlation function of eπ fci 

       

 

                        

 

 

 

                 

                      Figure 8.8(c) Partial correlation function of eπ fci         

 

 

 

 

 

 

 

 

 

The AFC and PAFC of eπ fci show that p=0 and q=0. Therefore j≥max{ }qp, =0. After the 

identification of b, p, and q for different input series, the order r and s are identified using 

iterative least square procedure, results are presented in table 8.1        
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Table 8.1: Identification of r and s for inflation equation. 
 

 The OLS Estimates of δ(j)
i(m) The OLS Estimates of ω (j)

l(m)  
Inputs                                    i                                       L 

  
m 

  1  2   0  1  2 

   y 1 0.5(0.8)  0.02(3.4) 0.002(0.4)  
   m 1 0.4(1.5)  0.6(4.7) 0.02(1.08)  
   l 1 0.4(4.3)  0.10(5.2) 0.04(2.2)  

2 0.3(3.9) 0.13(2.3) 0.09(4.7) 0.04(1.97) 0.005(0.3) 
   i 1 0.5(1.3)  0.0003(1.8) -0.00001(-0.06)  
   e 1 0.5(1.2)  -2.0(-1.8) 0.7(0.6)  

   y* 1 0.05(1.4)  0.13(5.4) 0.06(1.3)  
   i* 1 0.5(4.3)  -0.01(-4.2) 0.003(2.1)  

2 0.4(3.7) 0.2(3.2) -0.01(-3.9) -0.004(2.7) -0.003(-1.03) 
FCI 1 0.8(6.7)  -0.001(-1.9) 0.0009(-1.8)  

2 0.8(3.6) 0.2(3.2) -0.001(-1.9) -0.0009(-1.8) -0.00005(-
0.06) 

    Table 8.2: Order b, p, q, r, and s of different inputs for change in inflation as output. 
 

Output   inputs        b       p       Q       r         s 
 
 
 
 
   
 
π  

y    8 
 

7 7 0 0 

   m 17 3 3 0 0 
   l 4 1 0 1 1 
  i 10 3 3 0 0 
  e 14 3 3 0 0 
y* 10 3 3 0 0 
i* 30 0 0 2 1 
fci 10 0 0 2 1 

 

Now that that the transfer function model has been identified, we use the Gauss Newton 

algorithm to estimate the coefficient ω j  and δ i
 for the inputs of each equation. Results of 

estimation are presented in table 8.3 below.   
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               Table 8.3: Estimates of coefficients for inflation equation 

Output   inputs ω0
     ω1

 δ 1
     δ 2

 
    
 
    π  

   y 0.02(3.4)    
   m 0.6(4.7) -------  ------- 
   l 0.09(4.5) 0.04(4.6) 0.3(3.1)  
   i 0.0003(1.81)   --------- 
   e -0.2(-1.98) -------   
  y* 0.13(5.4)    
  i* -0.01(-3.9) -0.004(-2.7) 0.4(3.7) 0.2(3.2) 

fci -0.001(-1.9) -0.0009(-1.9) 0.8(3.6) 0.2(3.2) 
             Note: t-statistics are in parenthesis 

 

8.2. Relationship of inflation with other variables: Results  

We find the following transfer functions for inflation: 

** 30210

102144178

2.04.01
)004.001.0()004.001.0(13.0

2.08.01
)0009.0001.0(2.0100003.0

3.01
)04.009.0(6.02.0

iy

fcieilmy

tt

ttttttt

BB
BB

BB
B

tB
B

−−

−−−−−

−−
+

+−+

−−
−

−−−+
−
+

++=π            

The results obtained from above equation are discussed below:                                                                            

1. Inflation rate responds to changes in GDP growth with a lag of 8 months and the 

relationship is positive, which shows that as GDP growth increases, prices increase 

as well. The result is in conformity with the theory.  

2. Changes in reserve money growth affects inflation with a delay of 17 months. The 

sign of coefficient is positive. This shows that money supply growth influences 

inflation growth impact occurs after about one and a half year.  

3. Bank lending changes are transmitted to inflation after 4 months. The effects are 

positive, though smaller in size. The effect vanishes after fifth month. 
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4. Interest rates changes generate a positive impact on inflation (phenomenon known 

as price puzzle in literature [e.g. Sim (1990)].The delay period is 10 months. The 

effect is very small in magnitude. The reason for positive effect could be that 

higher interest rate causes the production cost to rise. The result also implies that 

supply side effects have dominance over demand side effects. Therefore the 

inflation rather than decreasing increases with the increment in interest rate (cost 

push inflation). This result is in line with Ahmed et. al. (2005), who also found 

positive impact of interest rate on inflation. Furthermore, Khan(2008) also support 

this result.    

5. The inflation responds to changes in exchange rate with a lag of fourteen months. 

The inflation reduces with an appreciation of exchange rate.  

6.  Changes in monetary policy stance negatively affect inflation after 10 months, but 

the magnitude of impact is very small. The affect dies off after two months. The 

smaller size of the coefficient indicates that monetary policy is less effective in 

controlling inflation. 

7. Changes in foreign output growth generate positive impact on inflation after 10 

months, while foreign interest rate affects domestic inflation negatively and with a 

lag of 30 months.  

 

To summarize the results in chapters 7 and 8, we may say that GDP growth responds 

relatively more quickly (3-month lag) to monetary policy stance than the time taken by 

inflation (10-month lag). Money supply also affects the GDP growth much earlier (11-months 
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lag) than it casts impact upon inflation rate (17 months lag). This implies that monetary 

policy can affect output in the short run, as is commonly believed. 

 The inflation responds faster (four months lag) than output (eleven months lag) to changes in 

banks lending and has a positive impact on inflation as well as output. The impact is smaller 

in case of inflation.  

An increase in interest rate results into higher inflation but reduces GDP growth and 

lags involved are 10 and 21 months respectively. This shows that supply side forces are 

dominant for inflation determination in Pakistan. These influences are, however, very small 

which lends support to the view that investment, in Pakistan, is less sensitive to interest rate 

changes. On the other hand exchange rate changes have strong impact on GDP growth and 

inflation, with lag structure of 4 and 14 months respectively.  

These results imply that bank lending channel is more powerful than interest rate channel in 

the monetary policy transmission. This also supports the view that it is the availability of 

funds rather than cost of funds that matters. The response of inflation to change in bank 

lending is swifter as compared to response to output. A possible reason could be that banks 

have experienced excessive liquidity in the post-2003 period and leading to a soft bank 

lending e.g. Auto leasing car and housing finance that may have contributed significantly to 

inflation rather than to output in real term. Another reason for the swift response is that the  

lack of alternative sources of borrowing that makes the demand for credit inelastic. 

The appreciation of domestic currency results into lower inflation, the appreciation boosts 

output initially but reduces it later on. Though exchange rate channel seem stronger in 

amplifying the impact of monetary policy on both inflation and output the results may be 

taken with cautions. Because it may be disadvantageous, because volatility in exchange rate 
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could results into volatility in these variables causing uncertainty and makes monetary policy 

more complicated. Furthermore even if exchange rate is stable against US dollar, but it may 

lose its value against major currencies as has been the case since late 2004.  Though rupee 

was stable against US dollar but as US dollar was losing its value against major currencies, 

hence rupee was weakening also.  Under flexible exchange rate regime it will be unwise to 

use exchange rate as an instrument until domestic currency is stabilized in the world market. 

However exchange rate stabilizing measures will help stabilizing output and inflation.     

The interest rate may not be helpful in controlling inflation because if the authority’s 

objective is to stabilize prices or cut down the inflation rate, then any increase in interest rate 

will worsen the situation further, because higher interest rate will increase the cost of 

production and hence results into higher inflation. Besides, the impact of foreign GDP growth 

on domestic inflation is larger as compared to the influence domestic GDP growth on 

inflation. This implies that a significant part of inflation constitutes imported inflation. It is 

this reason why the monetary policy is not likely to be   very effective in controlling inflation. 
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9      Conclusions 

The emerging consensus towards considering a monetary policy as a powerful tool for 

achieving the objectives of a stable economic growth and low inflation as well as the study of 

the channels that transform the monetary policy changes into policy goals is gaining 

momentum. Friedman (1961) suggested that the policy-induced changes are quite often 

transmitted to output and inflation with lags, which may be long and variable. This means 

that it is not only the current policy changes which affect output and inflation, but actions 

taken in the past (pipeline effects) can also change the course of economy. Furthermore, the 

speed of the propagation through different channels may be different i.e. the policy-induced 

changes through one channel may reach faster to goals than through other channels. 

Therefore, a successful implementation of a monetary policy requires an accurate assessment 

of how fast the effects of policy changes propagate to policy goals and how large these affects 

are. This requires a thorough understanding of the mechanism through which monetary policy 

affects the economic activities. 

  Besides examining the importance of different channels, a measure of policy stance is 

needed to obtain the quantitative estimates of the monetary policy changes on output and 

inflation, and to evaluate the performance of different channels of the monetary policy 

transmission. This study attempted to analyze: 

1. The relevance of different monetary policy measures in designing the monetary 

policy.  

2. The effectiveness of a monetary policy in achieving its macroeconomic goals. 

3. The relative importance of different channels of monetary transmission mechanism. 
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4. The lags involved in transmission of the affects of monetary policy through different 

channels. 

5. The extent to which Pakistan’s economy - being a small open economy - is affected 

by the external shocks.  

In this study, we have constructed two monetary policy measures, namely: the monetary 

condition Index (MCI) and the financial condition index (FCI). We compared the two 

constructed indices on the basis of performance criterion i.e. the consistency of the estimated 

weights with the economic theory and the dynamic correlation with output and inflation. The 

results show: 

1. The estimated weight for both measure are consistent with the theory. 

2. The overall FCI has negative and stronger correlations with the output-growth at 

different lags though MCIs show a higher correlation with the output-growth and 

change in inflation at some of the lags. 

3. The FCI and MCI both perform well as upturns of the output-growth match with 

downturns of these measures after 1992 and vice versa. This implies that the higher 

output-growth is associated with expansionary policy while the lower output-growth 

is associated with a tighter monetary policy.  Similar conclusion is true for inflation. 

4. In 23-year period (from 1984 to 2006), the demand shocks are dominant for about 13 

years. The MCI can explain three of these demand shocks which include the shocks 

occurring in 1995-96, 1996-97 and 2001-02.  (The analysis assumes that the policy 

affects the economy with a lag of 1-year); the FCI explains 9 out of 13 demand shocks 
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referred above. These include the shocks occurring in 1994-95, 1995-96, 1996-97, 

1998-99, 2001-02, 2002-03, 2004-05 and 2005-06. 

5.  MCI as well FCI failed to capture the pre-1991 demand shocks.  

An important conclusion emerging from the foregoing is that the FCI plays an important role 

in determining output and inflation when the economy is not dominated by the supply shocks. 

This implies that the State Bank of Pakistan (SBP) may consider a larger set of financial 

variables to measure the stance of the policy rather than focusing only on the interest rate and 

the money supply. 

  To achieve the remaining objectives of this study, listed above, we used the transfer 

function methodology. The methodology is employed to estimate the (i) impact of policy-

induced changes on the goals of the monetary policy, (ii) the strength of different channels 

and (iii) the possible delay in transmission of external shocks on the domestic economy. The 

results are as follows: 

• Output responds faster than inflation to change in the monetary policy stance, 

measured by the financial condition index. 

• The increase in money supply results into higher inflation as well as output 

growth however the response of output to money supply changes is quicker as 

compared to inflation.  

• The response of inflation to change in bank lending is swifter as compared to 

response of the output. 

• The interest rate affects inflation positively, perhaps by increasing the cost of 

production. This shows that the supply side forces are dominant in explaining 

inflation in Pakistan. 
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• The impact of interest rate changes on output and inflation is very small. This 

lends support to the view that investment is less sensitive to interest rate in 

Pakistan. The reason could be that non-economic factors are more important for 

agents while making decision regarding consumption, saving and particularly 

about investment. 

•  The exchange rate changes have a strong impact on the output and inflation. 

The appreciation of the domestic currency results into lower inflation. The 

output increases initially and reduces afterwards. The reverse holds true for 

depreciation of the Rupee. 

• The results show that the bank lending and the exchange rate channels are more 

powerful than the interest rate channel in transmitting the affects of the monetary 

policy changes. The finding supports the view that it is the availability of funds 

rather than the cost of funds that matters.  

• The domestic inflation responds more to the foreign output as compared to the 

domestic output. This implies that a significant part of inflation constitutes 

imported inflation, which in turn implies that a monetary policy is less likely to 

be effective in controlling inflation. 

The main policy implications that may be drawn from this study are the following: 

•   The SBP may take into account the movements in exchange rate and other 

financial variables, such as assets prices and the banking system liquidity instead 

of relying solely on the interest rate, while considering its policy stance. Because it 

will provide true picture of the economy, as is evident from recent situation. 

Different variables were moving in conflicting direction, for example, the SBP was 
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pursuing tight policy by raising interest rate but the exchange rate was depreciating 

and there was a boom in stock market and housing prices were sky rocketing.  

• That the State Bank of Pakistan may focus directly on the liquidity in the economy 

rather than the interest rate because the bank lending as compared to interest rates 

seems more effective in transmitting the policy changes to the goals. This 

implication is also supported by a positive impact of the reserve money on policy 

goals and very small impact of the interest rate on the goals, reflecting lesser 

sensitivity of the economy to interest rate. However, the money channel works 

through consumption rather than investment and hence the results in consumption 

led growth. Besides, as banks have had the excess liquidity, they may not follow 

the strict ‘credit screening’ process in extending consumer loans as well as 

commercial loans that lead to high default rate and NPLS etc. Considering such 

factors, the SBP may put in place more prudential regulatory measures to ensure 

the soundness of the financial sector. Based on the finding of this study that the 

interest rate positively influences inflation, the interest rate may not be a good 

instrument for controlling the inflation. One reason for the positive relationship 

could be the lack of credibility of SBP on the face of its commitment to fight 

inflation.  Theoretically, the interest rate increases control the inflationary pressure 

when the increase curbs inflationary expectations in addition to the demand for 

goods. The success of the central bank to keep the inflation low depends on its 

ability to manage the future expectations of the agents as well. Besides, the nature 

of inflation is important for the monetary policy to be effective or ineffective in 

curbing inflation. For example, whether inflation hike is due to cost factors or 
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demand factors matters for the success of a monetary policy in taming the 

inflation. If it is due to cost factors then tightening the policy will even worsen the 

situation, as it will increase the cost of production and price will increase further 

accompanied by lower output growth. Another issue is whether inflation is the 

result of increase in domestic prices or prices of imported goods. If it is because of 

increase in the prices of imported goods, as evident from results in this study, then 

the monetary policy will be less likely to influence inflation. The continuous 

increase in the prices of oil and imported food items will make it difficult to 

control inflation by increasing interest rate as is the case in Pakistan.  

 
     The study, notwithstanding its importance for designing a better monetary policy, has a 

few limitations: one, we could not include some other transmission channels in this study, 

especially the assets price channel which may enjoy importance in monetary transmission. 

The reason is that the data on assets prices are not available. Two, the analysis could not be 

undertaken for different shorter sub-spans to examine the impact of structural shifts, if any. 

The reason we could not undertake such an analysis is the methodology used in this study 

requires longer data span. Three, as mentioned earlier that the changes in the industrial 

production (IP) index may entirely be appropriate proxy for GDP growth.  There may be 

shocks that appear in IP index but not transmitted to overall economy. So, the use of quarterly 

data (as the estimate of the quarterly GDP series is available) instead of monthly data used in 

this study may provide a clearer picture of the working of different channels in Pakistan. 

These issues are left open for further research.  

 
 



 161

References 
 
Ahmed N. Agha,A.I., Yasir A. M. and Hastam S. (2005), “Transmission Mechanism of            

Monetary Policy in Pakistan” SBP-Research Bulletin, Volume 1, Number 1. 
Ageloni, I., L. Butliglione, G. Ferri, and E. Gaiotti (1995), “The Credit Channel of Monetary 

Policy Across Heterogeneous Banks: The Case of Italy”, Banca d’Italia, Temi Di 
discussione No. 256. 

Ageloni, I., K. Anil., M. Benoit and T. Daniele (2002), “Monetary Transmission in the Euro 
Area: Where Do We Stand?”, ECB Working Paper No. 114. 

Alchian, A. A., and Klein, B. (1973) “On a Correct Measure of Inflation.”Journal of Money,  
           Credit and Banking, Vol.5. 
Ando,A, E.C Brown, R. Solow and J. Kareken,(1963), “Lags in Fiscal and Monetary Policy 

in Commission on Money and Credit, Stabilization Policies”, Prentice Hall, 
Englewood Cliffs, NJ. 

Armour, J., W. Engert, and B.S.C. Fung (1996), “Overnight Rate Innovations as a Measure of 
M.P. Shocks in Vector Autoregressions”, Bank of Canada Working Paper No. 96. 

Asheraft, A. B. (2001), “New Evidence on the Lending Channel”, Banking Studies Function, 
FRBNY, 33 Liberty Street, New York, NY 10045. 

Aslanidi, O. (2007), “The Optimal Monetary Policy And the Channels of Monetary  
            Transmission Mechanism in CIS-7 Countries: The Case of Georgia”, CERGE-EI  
            Discussion Paper No.  171 
Bagliani F.C. and C. A. Fauero  (1995), “The Credit Channel of Monetary Transmission: The 

Case of Italy”, Paper Presented at the Conference “I Meccanismi Di Transmissione 
Dela Politica Moneteria”, Catholic University, Milan. 

Bagliano, F. C., C. A. Favero and F. Franco (1999), “Measuring Monetary Policy in Open 
Economy”, IGIER Working Paper No. 133. 

Bank of Korea (1998), “Korea’s Experiences of M.T.M.; BIS Papers. 
Batani, N. and E. Nelson (2002), “The Lags from Monetary Policy Action to Inflation 
Friedman 
  Revisited”,  Bank of England External MPC Unit Discussion Paper No.6. 
Beaulieu, J.J and J. A. Miron (1993), “Seasonal Unit Roots in Aggregate U.S Data”, Journal 

of Econometrics, Vol. 55, pp. 305-329. 
Bernanke, B. S. and A. S. Blinier (1988), “Is It Money or Credit, or Both, or Neither?: Credit, 

Money and Aggregate Demand”, American Economic Review, Vol. 78, pp. 435–39. 
Bernanke, B. S. and A. S. Bliner (1992), “The Federal Fund Rate and the Channels of 

Monetary Transmission”, American Economic Review, Vol.  82, No. 4, pp. 901–921. 
Bernanke, B. S. (1986), “Alternative Explanations of the Money-Income Correlation”, in K. 

Brunner and A. Meltzer (eds.), Real Business Cycles, Real Exchange Rates and 
Actual Policies, Carneigie-Rochester Conference Series on Public Policy No. 25, 
Amsterdam: North Holand. 

Bernanke, B. S. and A. Blinder (1988),” Credit, Money, and Aggregate Demand”, American  
            Economic Review, Vol. 78, pp. 435-439. 
Bernanke, B. S. and M. Gertler (1995), “Inside the Black Box: The Credit Channel of 

Monetary Policy Transmission”, Journal of Economic Perspective, Vol. 9, No. 4, pp. 
27–48. 



 162

Bernanke, B. S., and M. Gertler, (1999) "Monetary policy and asset price volatility,"    
           Economic  Review, Federal Reserve Bank of Kansas City, issue Q IV. 
Bernanke, B.S. and I. Mihov (1998), “Measuring Monetary Policy”, Quarterly Journal of 

Economics, Vol. 113, No. 3, pp.  869-902. 
Bertaut, C. C. (2002), “Equity Prices, Household Wealth and Consumption Growth in 

Foreign Industrial Countries: Wealth Effects in 1990’s”, Board of Governors of 
Federal Reserve System, International Finance Discussion Paper, No. 724. 

Blanchard, O. J. and D. Quah (1989), “The Dynamic Effects of Aggregate Demand and 
Supply Disturbances”, The American Economic Review, Vol. 79, pp. 655–673. 

Boone, L., G. Claude and P. Richardson (1990), “Stock Market Fluctuations and 
Consumption Behaviour: Some Sectoral Estimates”, OECD Economic Department, 
Working Paper No. 208. 

Boschen, J. F. and L. O. Mills (1995), “The Relation Between Narrative and Money Market 
Indicators of Monetary Policy”, Economic Inquiry, Vol. 33, pp. 24–44. 

Box, G.E.P, G. M. Jenkin,  and G. C. Reinsel (1976), “Time Series Analysis”, 2nd   Edn. 
Englewood Cliffs, NJ: Prentice Hall.  

Brissimis, S.N., N. C. Kamberoglou and G. T. Simigiannis (2001), “Is There a Bank-Lending 
Channel of Monetary Policy in Greece? Evidence From Bank Level Data”, ECB 
Working Paper, No. 104. 

Buttigliane L., and G. Ferri  (1994), “Monetary Policy Transmission Via Lending Rates in 
Italy: Any Lessons from Recent Experience?”,  Temi di Discussione, Bank of Italy, 
Rome, No. 224. 

Byrone, J. and D. E. Phillip (2001), “Disaggregate Wealth and Aggregate Consumption: An 
Investigation of Empirical Relationship for the G-7”, Mimo, Brunel University-West 
London. 

Cagan, P. (1972), “The Channels of Monetary Effects on Interest Rate”, New York: National 
Bureau of Economic Research. 

Campbell, J.Y. and R. J. Shiller (1991),” Yield Spread and Interest Rate Movements: A 
Bird’s Eye View” , The Review of Economic Studies, Vol.  58,  No. 3 

Carruth, A., H. Gibson and E. Tsakalotos (1999), “Are Aggregate Consumption Relationships 
Similar Across the European Union?”, Regional Studies, Vol. 33, No. 1, pp. 17–26. 

Caruso, M. (2004), “Monetary Policy Impulses, Local Output and the Transmission 
Mechanism”, Banca d’Italia Temi di Discussione, del Sequizio Study, No. 537. 

Case, K., J. Quigley and R. Shiller (2001), “Comparing Wealth Effects: The Stock Market 
Versus the Housing Market”, NBER, Working Paper No. 8606. 

Cavusoglu, A. T. (2002), “Credit Transmission Mechanism in Turkey: An Empirical 
Investigation”, Economic Research Centre Working Paper in Economics No. 02/03.  

Chatelain, J.B. and A. Tiomo (2001), “Investment, the Cost of Capital and Monetary Policy 
on the Nineties in France: A Panel Investigation”, ECB Working Paper, No. 106. 

Coricelli, F., B. Égert, and R. MacDonald (2005), “Monetary Transmission Mechanism    
  in Central and Eastern Europe: Surveying the Empirical Evidence”, available from 
http://www.iue.it/inConsEU/ResearchActivities/CreditConsMacro2005/Papers/Egert.
pdf 

Créel, J., and S. Levasseur (2005), “Monetary Policy Transmission Mechanisms in the 
            CEECs: How Important Are the Differences with the Euro Area?” OFCE     



 163

            Working Paper No. 02 (Paris: Observatoire Français des Conjonctures   
              Économiques). 
Checetti, S.G (1999), “Legal Structure, Financial Structure, and the Monetary Policy 
              Transmission Mechanism”, Federal Reserve Bank of New York Economic                     
               Policy Review 
Cecchetti, S.G., Genberg, H., Lipsky, J., and Wadhwani, S., (2000) “Asset Prices and Central     
               Bank   Policy”. International Center for Monetary and Banking Studies and CEPR. 
Chiads P. and Z. Gambacarta (2000), “La Credit View in Economia Aperta: Un’ Applicatione 

Al Caso Italiano”, Banca d’Italia, Temi di Discussione No. 388. 
Conigliani, G., G. Ferri and A. Generale(1997), “La Relazione Banka-impresa e la 

Transmissione degli Impulse Di politica Moneteria”, Moneta e cridito, No. 198. 
Christiano, L.J. (1995), “Resolving the Liquidity Effects: Comments”, Federal Reserve Bank 

of St. Louis Review 77. 
Christiano L. J., and M. Eichenbaum (1992), “Identification and the Liquidity Effect of M.P. 

Shocks,” in Political Economy, Growth, and Business Cycles, Edited by A 
Cukierman, L. Hercowitz and L. Leiderman, 335–70. Cambridge, Mass,: MIT Press. 

Citu, F. V. (2003), “A VAR Investigation of the T.M. in New Zealand”, Reserve Bank of 
New Zealand. 

Culbertson, J. M., (1960), “Friedman on the Lag in Effect of Monetary Policy”,  Journal of 
Political Economy, Vo. 69.  

Cunningham, A., and AS. G. Haldane (2002), “The Monetary Transmission Mechanism in 
the United Kingdom: Pass-Through and Policy Rules”, Working Paper of Central 
Bank of Chile, No. 33.  

Dale, S. and A. G. Haldane (1995), “Interest Rates and the Channels of Monetary 
Transmission: Some Scrotal Estimates”, European Economic Review, Vol.  39, pp. 
1611–1626. 

Dedola, L. and F. Lippi (2001), “The Monetary Transmission Mechanism Evidence from the 
Industries of five OECD Countries”, Research Department, Banca d’Italia, Temi di 
Discussione, No. 389. 

De Hann, L. (2001), “The Credit Channel in the Netherlands: Evidence from Bank Balance 
Sheets”, ECB Working Paper, No. 99. 

De La Roca, J. (1998), “Transmission Mechanism of Monetary Policy in Peru”, BIS Policy 
Papers, No. 8, pp. 181-194. 

Dickey, D.A and W.A. Fuller (1979), “Distribution of Estimators for Autoregressive Time 
Series With a Unit Root”, Journal of American Statistical Association, Vol. 74. 

Dickey, D.A, H.P. Hasza and W.A. Fuller (1984), “testing for Unit Root in Seasonal Time 
Series”, Journal of American Statistical Association, Vol.  74. 

Dixit, A. and R. Pindyek (1994), “Investment under Uncertainty”, Princeton University Press, 
Princeton.  

Dosti, M. and M. Reid (1992), “Oil Shocks, Monetary Policy, and Economic Activity” 
Economic Review, Vol.  78, Federal Reserve Bank Richmond. 

Douciak, P. (1999), “Transmission Channel in Monetary Policy”, Dov/0008. National Bank 
of Slovakia, Institute of Monetary and Financial Studies. 

Duguay, P. (1994), “Empirical Evidence on the Strength of Monetary Transmission 
Mechanism in Canada: An Aggregate Approach”, Journal of Monetary Economics. 



 164

Durban, J. (1960), “Estimation of Parameters in Time Series Regression Model”, J.R. Stat. 
Soc., Ser. B22, pp. 139-53. 

 Ericsson, N., E. Jansen, N. Kerbeshian, and R. Nymoen   (1998), “Interpreting a Monetary 
Condition Index in Economic Policy”, in Bank for International Settlements 
Conference Paper, Vol. 6. 

Estrella, A. and G. A. Harddouvelis (1991), “The Term Structure as a Predictor of Real 
Economic Activity”, Journal of Finance, Vol. 46, No. 2. 

Estrella, A. and F. S. Mishkin (1997), “The Predictive Power of Term Structure of Interest 
Rate in Europe and United States: Implications for European Central Bank,” European 
Economic Review, Vol.  41. 

Eyzagurri, N. (1998) “M.P.T.: The Chilean Case: BIS Policy Paper No. 8, pp. 73-80. 
Fama, E. F. (1984), “The Information in Term Structure”, Journal of Finance and Economics, 

Vol. 13. 
Favero, C.A., F. Giauazzi and L. Flabbi (1999), “The Transmission Mechanism of Monetary 

Policy in Europe: Evidence from Bank Balance Sheets”, NBER Working Paper No. 
7231. 

Fisher, I. (1933), “The Debt-Deflation Theory of Great Depression”, Econometrics, Vol. 1. 
Fisher, J.D.M. (1996), “Credit Market Imperfectives and Hetrogenous Responses of Firms to 

Monetary Shocks”, Federal Reserve Bank of Chicago, Working Paper Series, No. 23. 
Fisher, R. (1933), “Propagation Problems and Impulse Problems in Dynamic Economics in 

the Economic Essay in the Honour of Gustav Cassel, Reprint in Gordon, R.A., and 
L.R. Klein (eds.), Readings in Business Cycles. Homewood, III: R.D. Irvin, 1965, pp. 
155–85. 

Frances P.H (1990), “Testing for Unit Root in Monthly Data”, Report No.9032/A, 
Econometric Institute, Erasmus University, Rotterdam. 

Freedman, C. (1994), “The Use of Indicators and M.C.I. in Canada”, In Balino, T.J.T. and 
Cottarelli, C. (eds.), Framework for Monetary Stability: Policy Issues and Country 
Experiences, pp. 458–476 (IMF, Washington, D. C.) 

Friedman, M. (1961), “The Lags in Effect of Monetary Policy”, Journal of Political 
Economy, Vol.  69, pp. 447-466. 

Friedman, M. and A. J. Schwartz (1963), “A Monetary  History of United States, 1867–
1960,” Princeton, N.J.: Princeton University Press. 

Friedman, Milton (1972) “How M. P. failed? American Economic Review (Paper and 
Proceedings), 62, 11–18. 

Friedman, B. M. M. (1988), “Lesson on Monetary Policy From the 1980’s”, Journal of 
Economic Perspective, Vol.  2,  pp. 57–72. 

Fuerst, T. S. (1995), “Monetary and Financial Interactions in Business Cycle”, Journal of 
Money, Credit and Banking, Vol. 27, pp. 1321–38 

Fuller, W. A. (1976), “Introduction of Statistical and Time Series”, Wiley, New York, NY. 
Fung, B.S.C. and M. Kosumovich (1998), “Monetary Shocks in G-6 Countries Is There a 

Puzzle?”, Journal of Monetary Economics , Vol. 42, No. 3, pp. 575–92. 
Fung, B. S. C. and M. Yuan (2001), “The Stance of Monetary Policy”,  available from  
           http://www.bankofcanada.ca/en/pdf/99-2-prelim.pdf 
Gambacorta, L. (2001), “Bank Specific Characteristics and Monetary Policy Transmission: 

The Case of Italy”, Banca d’Italia, temi di discussione, No. 430. 



 165

Ganley, J. and C. Salmon (1997), “The Industrial Impact of Monetary Policy Shocks: Some 
Stylized Facts”, Bank of England. 

Gertler, M. and S. Gilchrist (1994), “Monetary Policy Business Cycles, and Behavior of 
Small Manufacturing Firms”, Quarterly Journal of Economics, Vol. 109, No. 2, pp. 
309–34. 

Gauthier, C., G. Christopher and Y. Liu (2004), “Financial Conditions Indexes for Canada”, 
Bank of Canada Working Paper No. 22. 

Gestler, M. and S. Gilchrist (1993), “The Role of Credit Market Imperfection in the Monetary 
Transmission Mechanism: Agreements and Evidence”, Scandinavian Journal of 
Economics, Vol. 95, No.1, pp. 43–64. 

Goodfriend, M. (1991), “Interest Rates and the Conduct of Monetary Policy”, Carnegie-
Rochester Conference Series, pp. 7–30. 

Goodhart, C. and B. Hofmann (2000), “Financial Variables and Conduct of Monetary 
Policy”, Severiges Riks Bank Working Paper No. 112. 

Goodhart, C. and B. Hofmann (2001), “Asset Prices, Financial Condition of Transmission of 
Monetary Policy”, Paper Prepared for the Conference on Assets Prices, Exchange 
Rates, and Monetary Policy, Stanford University,( 2-3 March). 

Goodhart, C. and B. Hofmann (2002), “Asset Prices and Conduct of Monetary Policy”, Paper 
Presented at the Royal Economic Society Annual Conference, University of Warwick, 
(25–27 March). 

Granger, C. W. J. and M. Hatanaka (1964), “Selected Analysis for Economic Time Series” 
Princeton University Press, Princeton, New Jersey. 

Grilli, V. and N. Roubini (1995), “Liquidity and Exchange Rates: Puzzling Evidence from G-
7 Countries” Working Paper Yale University, CT. 

Gruen, J. R. and N. Chandra (1997), “The Lags of Monetary Policy”, Reserve Bank of 
Australia Research Discussion Paper No.  9702.  

Greenspan, T. and P. Sicsie (1997), “Les Effects de Richese”, Conseil National du credit et 
du   
            titre, Rapport Annuel, pp. 187–92.    
Hallsten, K. (1999), “Bank Loans and T.M. of Monetary Policy”, Savings RiksBank Working 

Paper No.  73. 
Hasza, D.P.and W.A. Fuller (1982), “Testing of Non-stationary Parameters Specifications in 

Time Series Models”, Annal of Statistics, Vol.  10. 
Hevvel, S. J. van Den (2002), “Does Bank Capital Matter for Monetary Transmission?”,  

FRBNY Economic Policy Review. 
Hoover, K.D and J. P. Stephen (1994), “Post Hoc ergo Propter Hoc Once More: ( An 

Evaluation of Does Monetary Policy Matter?)”  In the spirit of James Tobin, Journal 
of Monetary Economics, Vol. 34. 

 Harddouvellis, G. A. (1988), “The Predictive Power of Term Structure During Recent 
Monetary Regimes”, Journal of Finance, Vol.  43,  No. 2. 

Harddouvellis, G. A. (1994), “The Term Structure Spread and Future Changes in Long and 
Short Rates in G-7 countries: Is there Puzzle?”, Journal of Monetary Economics, Vol.  
33. 

Hylleberg, S.R., R. F. Engle, C. W.G. Granger and B. S. Yoo (1990), “Seasonal Integration    
and Co-integration”,  Journal of Econometrics , Vol. 44, pp. 205-238.  



 166

Islam, M. M and A-R. Amal (2003), “Money and Credit in Monetary Transmission 
Mechanism in Oman: A cointegration  and VAR Models”,  Financial Development in 
Arab Countries, Islamic Bank for Development, Jeddah, Saudi Arabia. 

Jang, K. and M. Ogaki (2001), “The effect of Monetary policy Shocks, on Exchange Rate a 
Structural Vector Error Correction Model Approach”, Ohio State University, 
Department of Economic,  Working Paper No. 02. 

Jansson, P. and A.Veredin (2000), “Forecast Based Monetary Policy in Sweden, 1992-1998”, 
Working Paper Swedish Central Bank. 

Juks, R. (2004), “Monetary Policy Transmission Mechanisms: A Theoretical and  
           Empirical Overview”, The Monetary Transmission Mechanism in the Baltic States  
           (Talinn: Eesti Pank /Bank of Estonia). 
Kalckreuth, U. (2001), “M.T. in Germany: New Perspectives on Finance Constraints and 

Investment Spending”, ECB Working Paper, No. 109. 
Kashyap, A.K., C. S. Jeremy and D. W. Wilcox (1993), “Monetary Policy and Credit 

Condition: Evidence from the Composition of External Finance”, American Economic 
Review, Vol. 83, No. 1, pp.  78–98. 

Kashyap, A. and J. Stein (1995), “The Impact of Monetary Policy on Bank Balance Sheets”, 
Carnigie-Rochester Conference Series on Public Policy, Vol. 42, pp. 151–195. 

Kashyap, A. K. and C. S. Jeremy (1997), “What Do a Million Banks Have to Say About the 
Transmission of M.P.?”, NBER Working Paper No. 6056. 

Kemal,M.A  (2006) “Is Inflation in Pakistan a Monetary Phenomenon?” The Pakistan 
Development Review 45:2. 

Kennedy, N. and P. Anderson (1994), “Household Saving and Real Housing Prices: An 
International Perspective”, BIS Working Paper No. 20. 

Kesriyeli, M. and I. I. Kocaker (1999), “Monetary Condition Index as Monetary Policy for 
Turkey”, The Cntral Bank of Turkey Research Department Discussion Paper No. 
9808. 

Kim, S. and N. Roubini (2000), “Exchange Rate Anomalies in the Industrial Countries: A   
           Solution With a Structural VAR Approach”, Journal of Monetary Economics, Vol. 45,   
           pp. 561–586. 
Khalid, A. M. (2005), “Is Inflation Targeting the Best Policy Choice for Emerging  
           Economies? A Survey of Emerging Market Experiences and Lessons for      

Pakistan”, Paper  Presented at the State Bank of Pakistan’s Conference on Monetary-
Cum-Exchange Rate Regime: What Works Best for Emerging Markets?. 

Khan, A. H. and J. Mahmood (1995), “Need and Scope for Further Reform in Financial 
Sectors in Pakistan”,  Journal of Institute of Bankers in Pakistan. 

Khan,Mahmood-ul-Hasan (2008), “Short-Run Effects of an Unanticipated Change in 
Monetary Policy: Interpreting MacroeconomicDynamics in Pakistan” SBP Working Paper 
Series # 22. 
 
Khan, M.S. and A.Schimmelpfennig (2006) “Inflation in Pakistan” The Pakistan 
Development    
            Review 45:2. 
Khan, S. and M A. Khan (2007), “What Determines Private Investment? The Case  
           of Pakistan”,  PIDE Working Papers 2007: 36. 



 167

Khawaja , M. I.(2007), “Exchange Market Pressure and Monetary Policy: Pakistan’s  
Experience”, Unpublished PhD Dissertation Submitted to Pakistan Institute of 
Development Economics, Islamabad. 

Khawaja, M. I. and M-U. Din (2006), “Determinant of Interest Rate in Pakistan”  
           PIDE Working Papers  2007: 22. 
Kuijs, L. (2002), “Monetary Policy Transmission Mechanism and the Inflation in the 

Slovakia Republic”, IMF Working Papers  No. WP/02/80. 
Kuttner, K.N. and C. M. Partricia (2002), “The Monetary Transmission Mechanism: Some 

Answers and Further Questions”, FRBNY Economic Policy Review. 
Lettau, M., S. Luduigson and C. Steindel (2002), “Monetary Policy Transmission Mechanism 

Through Consumption-Wealth Channel”, FRBNY Economic Policy Review. 
Laurent, R. D. (1988), “An Interest Rate Based Indicator of Monetary Policy”, Federal 

Reserve Bank of Chicago Economic Perspective, pp. 3–14. 
Leeper, E. M. and D. B. Gordon (1992), “In Search of the Liquidity Effect”, Journal of 

Monetary Economics, Vol.  29, pp. 341–369. 
Leeper, E., C. Sims and T. Zha (1996), “What Does Monetary Policy Do?”, Brookings  
           Papers on Economic Activity, Vol. 2, pp. 1–78. 
Leeper, E. M. (1997), “Narrative and VAR Approaches to Monetary Policy: Common 

Identification Problems”, Journal of Monetary Economics, Vol. 40, pp. 641–657. 
Leeper, E. M. (1993), “Has the Romer’s Narrative Approach Identified the Monetary Policy 

Shocks?”,  Federal Reserve Bank of Atlanta. 
Lettleman, R. (2003), “Monetary Transmission Mechanism in Estonia”, Kroon and Economy 

No.1. 
Loayza, N. and K. Schmitt-Hebbel (2002), “Monetary Policy Functions and Transmission 

Mechanism: An overview”,  Central Bank of Chile. 
Lopes, F. (1998), “Transmission Mechanism of Monetary Policy in a Stabilizing Economy: 

Notes on the Case of Brazil”, BIS Policy Papers, No. 3, pp. 65-73. 
Lowe, P. (1995), “The Link Between the Cash Rate and Market Interest Rates”, Reserve 

Bank of Australia Research Discussion Paper No. 9504. 
Lunnenmann, P. and T. Matha (2001), “Monetary Transmission: Empirical Evidence From 

Luxembourg From Firm Level Data”, ECB Working Paper, No. 111. 
Lyziak, T. (2001), “Monetary Transmission Mechanism in Poland: Theoretical Concepts Vs. 

Evidences”, The National Bank of Poland, Paper, No. 19. 
Martinez, L., O.  Sanchez and A. Warner (2001), “Monetary Policy and the Transmission 

Mechanism in Mexico”,  Paper Presented at Banco de Mexico’s 75th Anniversary 
Seminar Mexico City November 14-15, 2000, Bano de Mexico, PP. 197-261. 

Mayer, T. (1967), “The Lag in the Effect of Monetary policy; Some Criticisms”. Western       
            Economic Journal, Vol.  5, pp.324-342. 
Mayes, D. (2004), “The Monetary Transmission Mechanism in the Baltic States”, The 
           Monetary Transmission Mechanism in the Baltic States (Talinn: Bank of Estonia). 
Melvin, M. (1983), “The Vanishing Liquidity of Money on Interest: Analysis and 

Implications for Policy”, Economic Inquiry, Vol. 21, pp. 188–202. 
Misaico, Z. (2001), “Transmission Mechanism of Monetary Policy in an Economy With 

Partial Dollarization: The Case of Peru”, BIS Papers, No. 8.  



 168

Mishkin, F. (1988),” The Information in Term Structure; Some Further Results,” Journal of 
Applied Econometrics. 

Mishkin, F. (1995), “symposium on Monetary Transmission Mechanism”, Journal of 
Economic Perspectives, Vol. 9, No. 4. 

Mishkin, F. (2001), “The Transmission Mechanism and the Role of Asset Prices in  
            Monetary Policy”, NBER Working Papers, 8617. 
Modigliani, F. (1944), “Liquidity Preferences and Theory if Interest and Money”, 

Econometrica, Vol.  12, pp. 44–88. 
Modigliani, F. and M. Miller. (1958), “The Cost of Capital, Corporation Finance, and the 

Theory of Investment”, American Economic Review, Vol. 48, pp. 261–97. 
Modigliani, F. (1963) “The Monetary Mechanism and Its Interaction With Real Phenomena, 

Review of Economic and Statistics, Vol. 45, pp. 79–107. 
Modiglaini, F. (1971), “Monetary Policy and Consumption”, in Consumer Spending and 

Monetary Policy, The linkages. Boston: Federal Reserve Bank of Boston, pp. 9–84. 
Morris, C. S. and G. H. Jr. Sellon, (1995), “Bank Lending and Monetary Policy. Evidence 

Credit”, Economic Review, 2nd Quarter, Federal Reserve Bank of Kensas City. 
Muelbauer, J. and A. Murphy (1994), “Explaining Regional Consumption in the U.K.”, 

Mimo, Nuffield College, Oxford. 
Muller, D and W.W.S. Wie (1994), “Iterative Least Square Estimates and Identification of 

Transfer Function Model”, Journal of Time Series Analysis Vol.18, No.6. 
Nachane, D.M. and R.  Lakshim (2002), “Changing Monetary Policy Lags and Liberalization 

in India”, The Indian Economic Journal, Vol.50, No.1.     
Norrbin, S. (2000), “What We Have Learned From Empirical Tests of the Monetary 

Transmission Effect?”, Department of Economics Florida State University, 
Tallahassee, FL 32306–2180. 

Norris, E. D. and F. Holger, (2006), “Transmission Mechanism of Monetary Policy in 
Armenia:    
           Evidence from VAR Analysis”, IMF Working Paperm No. WP/06/248 
Obstfeld, M. and K. Rogoft (1995) “Exchange Rate Dynamic Reduce,” Journal of Political 

Economy. 
Oliner, S. D. and G. D. Rudebusch (1995), “Is There Bank Lending Channel for Monetary 

Policy.?”, Federal Reserve Bank of San Francisco Economic Review No. 2, pp. 3–20. 
Oliner, S. D. and G. D. Rudebusch (1996) “Is There Broad Credit Channel of Monetary 

Policy.?”,  FRBSF Economic Review, No. 1. 
Phillips,P. and P. Perron (1988), “Testing for a Unit Root in Time Series Regression”, 

Biometric. 
Patinkin, D. (1965), “Money, Interest and Prices”, Harper and Row: New York. 
Peersman, G., and F. Smets (2001), “The M.T.M. in Euro Area: More Evidence from VAR 

Analysis”, ECB Working Paper No. 91. 
Qayyum,A. (2003),”Monetary Condition Index: A Composite Measure of Monetary policy in  
            Pakistan” The Pakistan Development Review 41:4 Part II (Winter 2002)        
            pp. 551–566 
Roberts, D. C. (2001), “Monetary Policy, Wealth Effects, and Exchange Rate Regimes”, 

Academy of Business Administrative Sciences International Conference, Brussels, 
Belgium. 



 169

Romer, C. D. and D. H. Romer (1989), “Does Monetary Policy Matter? A New Test in the 
Spirit of Friedman and Schwartz”, in Oliner Blanchard and Stanly Fisher (eds.), 
NBER Macroeconomics Annual.1989. 

Romer, C. D. and D. H. Romer (1990), “New Evidence on the Monetary Transmission 
Mechanism”, Brooking Papers on Economic Activity, Vol. 1. 

Rotenberg, J. and M. Woodford (1997), “An Optimized Based Econometrics Framework for 
Evaluation of Monetary Policy”, NBER Macroeconomics Annual. 

Rotenberg, J. and M. Woodford (1999), “Interest Rate Rule in Estimated Sticky Price 
Model,” in Johm B. Taylor (eds.) , Monetary Policy Rule , University of Chicago 
Press. 

Rudebusch, G. D. (1996), “Do Measures of Monetary Policy in VAR Make Sense?”, Temi di 
dicussione No.269, Bank of Italy. 

Rudebusch, G. D.  and L. Svenson (1999), “Policy Rules for Inflation Targeting”, in 
Monetary policy Rules, Edited by J.B. Taylor, University of Chicago Press for NBER. 

Safaei, J. and N. Cameron (2003), “Credit Channel and Credit Shocks in Canadian  
            Macrodynamics –A Structural VAR Approach”, Applied Financial Economics, Vol. 
13,  
            pp. 267–277. 
Schlogenhauf, D.E. and J.M. Wrase (1995), “Liquidity and Real Activity in Simple Open 

Economy Model”, Journal of Monetary Economics, Vol. 35, No.3. 
Sargent, T. J. and N.Wallace (1981), "Some Unpleasant Monetarist Arithmetic", Federal 

Reserve Bank of Minneapolis Quarterly Review, Fall 1981 
Shapiro, M. (1999), “Federal Reserve Policy : Cause and Effect”, in N Gregory Mankive , 

(eds.)., Monetary Policy, Chicago: University of Chicago Press for NBER. 
Shleifer, A., and R. W. Vishny (1990). “Equilibrium Short Horisons of Investors and Firms”    
           American Economic Review Papers and Proceedings, 80. 
Sgherri, S. (2000), “Monetary Transmission Channels, Monetary Regimes and Consumption 

Behaviour”,  DNB Reports No. 53. 
Sims, C. A. and T. Zha (1995), “Error Band for Impulses Responses”, Federal Reserve Bank 

of Atlanta Working Paper No. 6. 
Skimmer, T., and T. Zettelmayer (1996), “Identification and Effect of Monetary Policy 
Shocks:  
       An Alternative Approach, Working Paper, MIT.  
Stock J.M. and Westen, M.W., (1989)“Interpreting the Evidence of Money-Income 
Causality”, 
 Journal of Econometrics, Vol. 40, pp.161-182. 
Strongin, S. (1992), “The Identification of M.P. Disturbances: Explaining the Liquidity 

Puzzle,” Working Paper WP No. 27, Federal Reserve Bank of Chicago (November). 
Tanner, J.E. (1979), “Are the Lags in Effect of Monetary policy Variable?”,  Journal of 
  Monetary Economics, Vol.  5, pp.105-121.    
Tanner, J.E. (2001), “Exchange Market Pressure and Monetary Policy: Asia and Latin 

America in the 1990s,” IMF Staff Papers, Vol.47 , No.3. 

Taylor, J.B. (1995), “The Monetary Transmission Mechanism: An Empirical Framework”, 
        Journal of Economic Perspectives 9, pp.11-26.  
 



 170

Tsay.R.S and G. C. Tiao (1984), “Consistent Estimates of Autoregressive Parameters and 
Extended Sample Auto-correlation Function for Stationary and Non-stationary 
ARMA Models”, Journal of American Statistics Association Vol. 385, pp. 84-96. 

Uhlig, H. (2005),” What are the Effects of Monetary Policy on Output? Results From an     
Agnostic Identification Procedure”, Journal of Monetary Economics, Vol. 52, pp. 
381-  419. 

Warner, E.J. and C. Georgos (1998), “The Credit Channel of Monetary Policy Transmission: 
Evidence From Stock Return in 1990’s”, Department of Economics, Hamilton 
College, Clinton, NY 13323. 

Walsh, C. E. (1998), “Monetary Theory and Policy”, The Cambridge Massachusetts. 
Wie,W.W.S (1990), “Time Series Analysis: Univariate and Multi-Variates Methods”, 

Addison-Weslay. 
Wright, J (1997), “Credit Channels of Monetary Policy. How Do They Work?” Department 

of Economic University of Conterbury. 
Valderrama, M. (2001), “Credit Channel and Investment Behaviour in Austria: A Micro-

Econometric Approach”, ECB Working Paper, No. 108. 
Yuan, M. and C. Zimmerman (1999), “Credit Crunch in Model of Financial Intermediation 

and Occupational Choices”, University of Quebec at Montreal, Working Paper No.97. 
Zaidi, A. (2005), “Issues in Pakistan’s Economy”, Oxford University Printing Press, 2nd 

Edition. 
 
 



 171

Appendix 

3.2

3.6

4.0

4.4

4.8

5.2

5.6

82 84 86 88 90 92 94 96 98 00 02 04 06

LIP

-.02

-.01

.00

.01

.02

.03

.04

82 84 86 88 90 92 94 96 98 00 02 04 06

INFLATION

10.5

11.0

11.5

12.0

12.5

13.0

13.5

14.0

14.5

82 84 86 88 90 92 94 96 98 00 02 04 06

LRMONEY

10

11

12

13

14

15

82 84 86 88 90 92 94 96 98 00 02 04 06

LADV

0

4

8

12

16

20

82 84 86 88 90 92 94 96 98 00 02 04 06

RCMR

.015

.020

.025

.030

.035

.040

.045

82 84 86 88 90 92 94 96 98 00 02 04 06

RER

 
 

 



 172

Here,   
Lip         = Indutrial Productio Index in log form. 
Lrmoney= Reserve Momey in log form. 
Ladv      =Bank Advances in log form. 
Rcmr      =Real Call Money Rate. 
Rer         = Real Exchange Rate. 
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